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1 Intr oduction

The currentPtolemymodel of the DataFlow Manager(DFM) is basedon the descriptionof
the designof the actualapplicationdescribedn [1]. The differentmessagea DFM nodecan
sendandreceivearesummarisedn Figurel. Thenameausedfor themessagearethesameas
thoseusedin the Messagdormatnote[2]. 1 Therationalebehindthe Ptolemymodelis to treat
theDFM asa“black box”, ratherthana detailedmodelof theapplicationwith detailedknowl-
edgeof the internaltimings of the DFM. By defining a seriesof teststo calibratethe DFM,
rather than relying on resultsof internal measurementsve can decoupleourselvesfrom
changesn theinternalstructureof the applicationwhich would imply the updatingof internal
measuremerttooks.Providedthe sametestscanberun,themodelcanbeeasilyre-calibrated.
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Figure 1: Input and Output Messagesdr the DFM

Although basedon the designdescribedn [1], the modelof the DFM hasbeensimplified by
making the assumptiorthat network1/0O timeswill be muchgreaterthanany internalopera-
tions within the application.We alsoassumethat only “normal” steady-stateunning condi-
tions are to be modelled,thereforetimeoutsand the receptionand handling of SFI_Busy,
SFI_Non_Busynessagesanbedisregardedwith theseassumptiong mind we proposethat
the DFM can be successfully characterised using the following 3 timing constants:

» time_to_receie_LVL2

» time_to_send

e time_to_receie EOE

wheretime_to_receive_LVL2s thetotaltime spent(bothin hardwareandsoftware)to collect
from the network and analysethe L2SV_LVL2_Decisionmessageaeceivedfrom a LVL2
Supervisor, time_to_send is the total time required to create and broadcast the

DFM_SFI_Assigmmessagéo the ROS(eshandtime_to receive Eols thetotal time required
to collect from the network and analyse the SFI_EOE message sent from an SFI.

1. Question:For consisteng shouldwe considerchanginghenameof themessagessedn the Ptolemy
model to be the same as those defined in [2]?



Figure 4 in [1] shows the sequence diagram for receiving and processing a
L2SV_LVL2_Decisionmessagandsendingthe resultingDFM_SFI_Assignmessageln the
Ptolemy model the sequence diagram is considerably simplified and is shown in figure 2.
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Figure 2: Simplified sequence diagram depicting the handling of a L2SVVIL2_Decision message

Referringto figure 4 in [1], time_to_receive_LVL2ill includethe time takento receivethe
L2SV_LVL2_descisiorfrom thenetworkandthetime spentin theDFM classesMessageDis-
patcherandL2DecisionGroupHandletime_to_sendavill includethetime spentin theclasses
LoadBalanceiand DFMOutputHandlerand the time to sendthe DFM_SFI_Assignmessage
out onto the network.

Figure5in [1] showsthe sequence&iagramfor processingan SFI_ EOEmessageThe simpli-
fied diagram used by the Ptolemy model is shown in figure 3.
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Figure 3: Simplified sequence diagram depicting the handling of an SFI_EOE message

time_to_receive_Eomvill includethe time takento receivethe SFI_EOEmessagdrom the
networkandthe time spentin the DFM classesMessageDispatchemd SFIControlHandler.
time_to_senavill includethetime spentin the classed oadBalanceandDFMOutputHandler
and the time to send the DFM_SFI_Assign messageout onto the network. A
DFM_SFI_Assignmessageés only sentat this pointif a LVL2 accepteceventis outstanding
l.e.all SFIshadreachedheireventlimit whenapreviousattemptwasmadeto assigrtheevent
to an SFI. We areassuminghat during normalrunningthe eventbuffersof the SFIswill be



sufficiently largethatthis casewill not normally occur(accordingto discussionsvith HPB).
However, this feature is exploited in some of the calibration tests described later.

The purposeof this noteis to describethe testbedmeasurementahich needto be madein
orderto calibratethe Ptolemymodel of the DFM, i.e. find valuesfor the abovetimesfor a
given (or possibly a number of) network protocol(s).

We areassuminghata schemesimilar to thatusedto calibratethe modelof the LVL2 Super-
visor applicationon the EthernetTestbedsee[3] canbe usedhere.In additionto measure
mentsmadefor calibrationpurposesa numberof othermeasurementiustbe madeso that
comparisonganbe madebetweerthesemeasurementsndthe valuespredictedoy the model
oncecalibrated.For the time being, measurementand calibrationwill only be donefor the
DFM running the “classic” event building scenario, see [4].

All the calibrationmeasurementshouldbe madeon a minimal EventBuilding systemcom-
prising,1 DFM, 1 ROSand1 SFlwith oneor manyL2SVs(LVL2 Supervisorspr equivalent
to inject L2SV_LVL2_Decisionmessagesto the system seefigure 4. The basicaim of the
testsis to saturatehe componenbdf the systemunderstudy. The time spentin the component
understudycanthenbe easilyderivedfrom the overalleventrateandusedin subsequental-
culations.
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Figure 4: Basicconfiguration for DFM calibration measuements.Cir clesrepresentprocessessquares,the
hosts on which they run

Implications for the DataCollection Software:

» SFI: should be configured txpect only 1 gent fragment of constant size pgest

» DFM: shouldbeableto measuraylobaleventrate,i.e. totalnumberof SFI_ EOEmessages
receved dvided by total running time



Althoughin the “classic” scenaricthe DFM broadcastshe DFM_SFI_Assignmessagéo all
the ROSesjn the simpletestsdescribedelow, only a singleROSis usedso at the moment
this is not an issue.

Finally, the schemeoroposedn this documentfor determiningthe varioustiming parameters
is basedentirely on saturationrmeasurementsf the variouscomponentsn “realistic” setups,
I.e. eachcomponentundertestcommunicatesvith realapplicationgatherthanspeciallywrit-
tentestapplications Complementaryestscould includethe useof specialtesterapplications
and the use of internal timing measurementg5] to determinethe timing parameters.
Cross-checkdetweenthe different methodsshould provide confidencein the valuesof the
parameter®btained.However,a final verification mustinvolve runninga numberof larger
setupsmeasuringeventrateandlatencyandthencomparingthesevalueswith thoseobtained
runningthe Ptolemymodelusingthe parameterslerivedfrom the calibrationmeasurements,
see section 9 (still to be written!).

2 Note on Racking Factors

It is assumedhattherejectionrateof LVL2 will be 99%andthata packingrateof theorderof
100 will be usedin the L2SV_LVL2_ Decisionmessagef the final system.Eachmessage
will thereforecontain< ~1 eventsacceptedby LVL2, for which eventbuilding hasto take
place.However,it shouldbe notedthatif the L2SV_LVL2_Decisionmessages to be kept
within oneEthernetframe,i.e. 1500bytes,no morethan~180LVL2 decisionsanbe packed
into asinglemessagésee[2] for messagéormatsandlengths).Forthecurrentsetof measure-
mentsthis limit will berespectedptherwisewhenusingraw Ethernetor UDP, the application
would haveto spendime assemblingompletemessagetom multiple frames.f TCPis used
the implication would be greater times spent in the TCP interface.

In orderto work with the simplestsystempossiblefor calibration purposestests1-3 (see
below)we shoulduseL2SV_LVL2_Decisionmessagewith a packingrateof 1 (i.e. contain

oneeventonly) andthis shouldalwaysbeaneventacceptedy LVL2. Thepackingfactorused
for the DFM_SFI_Assign messageswill be set equal to that used for the

L2SV_LVL2_Decisionmessageso that only 1 DFM_SFI_Assignmessages sentfor each
L2SV_DecisiormessageThisis importantfor understandinghe systemwith only 1 accepted
eventin the systemReferringto the sequenceliagramsn figures2 and3 andthe correspond-
ing figuresin [1] the parametetime_to_sendhouldbe almostexactlythe samefor both sce-
narios i.e. there is no need to copy a vector of LVL2 rejects in the receive
LS2V_LVL2_Decisionscenario(althoughthis time is probablynot significantcomparedo

the time required to send the message over the network).

The effect of packing rate (up to a maximum of ~180 LVLZ2 decisions per
L2SV_LVL2_Decisionmessage)keepingthe packingrate equalfor L2SV_LVL2_Decision
messageandDFM_SFI_Assignmessagess investigatedn test4. Changesn the saturation
rate of the DFM would be dueto a combinationof theincreasedverheadeceivingthe mes-
sagefrom the networkandpossiblythe copyingof vectorsof eventswithin the DFM applica-
tion itself. The measurementshouldshowhowtime_to_receive_LVLZhangessafunction
of packingfactor. Theeffectof increasinghe packingfactorof theDFM_SFI_Assignn terms
of multiples of the packingfactor of the L2SV_LVL2_Decisionmessagere investigatedn

test5 andshouldshowhow the parametetime_to_senadhangessa function of packingfac-

tor.



Implications for the DataCollection Software:

» L2SV: mustbepossibleto changeghe numberof LVL2 acceptperL2SV_LVL2_ Decision
and the total number oML2 decisions per L2SV VL2 Decision.

* DFM: must be possible to change the total numbeverits per DFM_SFI_Assign to be
changed

3 Test 1: DFM Saturation

The aggregate time spent in the DFM (aggregate DFM _time) is given by:
time_to receive LVL2+tine_to _send+tinme_to_recei ve EoE

and can be calculatedas the reciprocalof the eventrate measuredy the DFM (i.e. total
numberof SFI_ EOEmessagereceiveddividedby total runningtime)if it neverbecomesdle.

This may be achieved by:

* sending.2SV_LVL2_ Decisionmessageataratenolessthanl/(time_to_recele LVL2 +
time_to_send). This means that once the DFM has sent a DFM_SFI_Assign message there
should alvays be another L2SVML2_ Decision messageaiting to be handled, if an
SFI_EOE message has noted in the meantime.olachiee this a suiciently large
number of VL2 Supervisors (or some other message generator which can send
L2SV_LVL2 Decision messages at a configurable rate, ifwbatduilder tests are to be
runin isolation)shouldbeusedto feedL2SV_LVL2_Decisionmessaget theDFM atthe
required rate.

» the walue used in the load balancing algorithm of the DFM for the maximum number of
eventsthatmaybebufferedby the SFIshouldbelargesothatthe DFM never hasto wait for
an SFI_EOE message before assigningraavent to the SFI.

* the total time spent in thed® and SFI tolald the event (i.e. between the®S recering
the DFM_SFI_Assign message and the SFI sending the SFI_EOE message) should be min-
imised compared to the time: time_to_reeellVL2 + time_to_send in the DFM. There-
fore, the ROS should send a 0 lengtioB_E\ent_Fragment message to the SFI. TSR
andSFIshouldberun onpowerful processors;omparedo the DFM processoto minimise
response time. It is assumed that response time is a linear function of @etJ po

A seriesof measurementshouldbe madeusingthe testbedconfigurationshownin figure 4
varying the quantities described above until saturation of the event rate is observed.

Suggested CPU powers (indicative only) for the different applications would be:

* L2SV, ROS, SFI: 800 MHz
* DFM: 400 MHz
Number of outstanding events per SFI: many

Number of LVL2accepts | LVL2rejects per L2SV_LVL2 Descision: 1|0



4 Test 2: ROS saturation

Note: The aim of the next 2 tests(numbers2 and3) is simply to find out the amountof time
spentin the ROS and SFI asinput into the calculationdescribedn section6. They are not
meantto be usedto calibratethesenodes Anothermethodfor finding thesetimesis to instru-
ment the ROS and SFI to measure the times directly.

Theaim of the nextsetof measurements to runthe systemwherethe ROSis the systembot-
tleneck,alwaysbusyprocessingvents.The maximumeventrateachievablas limited by the
time it takes to process an event in the ROS (time_in_ROS).

In order to saturate the ROS:

 the input of DFM_SFI_Assign messages to tli¥SRshould be sfi€iently high that the
ROSis alwayskeptbusy TherateatwhichLS2V_LVL2_Decisionmessagearesentto the
DFM should be no ler than 1/time_in_RS and the maximum number ofeats out-
standing allaved for the SFI should be increased from 1 until saturation oivéng eate is
obsened.

* the time spent in the®S to process arvent should be much greater than that spent in
eitherthe DFM or SFI, sothattheeventrateis dominatedy thetime takenin theROS.The
DFM and SFI should be run on highvpered processors and th©8& on a lav powered
CPU.

Suggested CPU powers (indicative only) for the different applications would be:

» L2SV, DFM, SFI: 800 MHz
* ROS: 400 MHz
Number of outstanding events per SFI: 1-many

Number of LVL2accepts | LVL2rejects per L2SV_LVL2 Descision: 1|0

5 Test 3: SFI saturation

Theaim of the nextsetof measurements to run the systemwherethe SFl is the systembot-
tleneck,alwaysbusyprocessingvents.The maximumeventrateachievablds limited by the
time it takes to process an event in the SFI (time_in_SFI).

In order to saturate the SFI:

 the input of OS_E\ent_Fragment messages to the SFI should heisatly high that the
SFl is alays lept usy The rate at which LS2V ML2_ Decision messages are sent to the
DFM shouldbenolowerthanl/time_in_SFlandthe maximumnumberof eventsoutstand-
ing alloved for the SFI should be increased from 1 until saturation ofvdre eate is
obsened.

 thetimespentin the SFIto processaneventshouldbe muchgreatethanthatspentin either
theDFM or ROS,sothattheeventrateis dominatedoy thetime takenin the SFI. The DFM
and FOS should be run on highered processors and the SFI onva pmwered CPU. It
Is assumed that response time is a linear function of CRgrpo



Suggested CPU powers (indicative only) for the different applications would be:

L2SV, DFM, ROS: 800 MHz
SFI: 400 MHz

Number of outstanding events per SFI: 1-many

Number of LVL2accepts | LVL2rejects per L2SV_LVL2_ Descision: 1|0

6 Calculation of times in DFM

Assuminga configurationcanbe found, with only oneeventin the systemwherenoneof the
componentsre saturatecanda LVL2 acceptis alwaysavailablethe following calculations
canbe made.The sequencef operationswithin the DFM is thefollowing (cf. section10.1 of

[3]):

DFM receves SFI_EOE message from the SFI
DFM spends time_to_rea@ EOE to collect/analyse the message

anL2SV_LVL2_ Decisionmessagéasalreadybeenrecevedbut couldnotbesentbecause
the number of outstandingents for the SFI as exceeded. The rate at which
L2SV_LVL2_ Decisionmessagearesentto the DFM mustbesufiiciently highthatthereis
always a L2SV_WL2_ Decision messageaiting to be handled.

it now can be sent and the DFM &ktime time_to_send to send it

message treerses netark and switch to RS, latencies ondstEthernet and inside the
switch are fied and knan for a given length of message. This can be called net_timel.

ROS spends time time_in % (Test 2) before sending théO¥_eent_fragment message
to the SFI

ROS_event_fragment message &aknet_time2 to tverse netwrk to SFI

SFI spends time time_in_SFIg3t 3) before sending the SFI_EOE message back to the
DFM

SFI_EOE message ta& net_time3 to tk@rse netwrk to DFM
total roundtrip time (total_time) measured as/ére rate

So total time event takes outside DFM (in the network, ROS and SFl) is:

time_out_of _DFM = net_timel+net _time2+net _time3+time_i n_ROS+time_i n_SFI

then:

time_to receive EoE+tinme_to send = total tine-tine_out of DFM

and:

tine_to receive LVL2=aggregate DFMtine-(tine_to receive EoE+tine_to_send)



Need some way to split time in a sensible way betweentime_to receive EoEand
time_to_sendlt is hopedthatmeasurement® determineeffect of messagéengthsuggested
in Tests 4 and 5 will help.

7 Test4: Investigation of messagdength on time to receve and sendparam-
eters

Following discussions with HPB the optimum packing factor(s) for the
L2SV_LVL2 Decisionand DFM_SFI_Assignmessagesaveyet to be determinedbut will
probablybe of the orderof hundredf eventswheremostarerejectedevents(it is a parame-
ter for which modelling should be able to give a value). The packing factor for the
DFM_SFI_Assignmessageés likely to be equalto or greaterthanthe packingfactor usedin
the L2SV_LVL2_ Decision message.In principle both the time_to receive LVL2and
time_to_send parameters will vary as a function of packing.

Testsdesignedo saturatehe DFM (usingsimilar configurationto Test1) shouldberunto see
how the aggregate DFM_timevaries for different packing factors (for simplicity each
L2SV_LVL2_ Decisionwhateverits length shouldonly containl LVL2 acceptso that the
numberof eventsn the systemis the sameasbefore).Suggestve look at packingfactorsof 1,
100and184(to keepwithin 1 Ethernetframe)andrepeatwith the DFM runningon different
poweredCPUs(providedit stayssaturated)The packingfactorfor DFM_SFI_Assignshould
be the sameasfor L2SV_LVL2_Decision.So thata DFM_SFI_Assignmessagas sentfor
each L2SV_LVL2_Decsision message received.

Accordingto [2] theL2SV_LVL2_Decisionconsistof a genericheadeiconsistingof 6 words
andthena list of LVL2 decisionswith 2 words per decision.We are assuming4 bytesper
word. Thereis a small(constantiamountof additionalheadeinformationfrom Ethernetitself
which is not included below because | do not know how much it is!

Packing factor of 1 gives message length 6+(1*2) = 8words/32 bytes

Packing factor of 100 gives message length 6+(100*2) = 206 words/824 bytes
Packing factor of 184 gives message length 6+(184*2) = 374 words/1496 bytes

Suggested CPU powers (indicative only) for the different applications would be:

* L2SV, SFI, ROS: 800 MHz
* DFM: 400 - 800 MHz
Number of outstanding events per SFI: many

# LVL2accepts | LVL2rejects per L2SV_LVL2_Descision (packing factor 1): 1| 0
# LVL2accepts | LVL2rejects per L2SV_LVL2 Descision (packing factor 100): 1 | 99

# LVL2accepts | LVL2rejects per L2SV_LVL2_Descision (packing factor 184): 1 | 183



8 Test 4: Investigation of message length on time to send parameter

Testsdesignedo saturatehe DFM anddetermineghetotal eventrateshouldberunto seehow
the aggregate_ DFM_timegariesfor different packingfactorsof the DFM_SFI_Assignmes-
sage.The packingfactor for DFM_SFI_Assignmessagehouldbe aninteger,N, multiple of
the packingfactorfor theL2SV_LVL2_DecisionmessagéeachL2SV_LVL2 Decisionmes-
sage contains only 1 LVL2 accept). For each DFM_SFI_Assign messagesent, N
L2SV_LVL2_DecisionmessageandN SFI_EOEmessagewill be received.Thereforethe
aggregate time spent in the DFM will now be:

(time_to_receive LVL2+tinme_to _receive EOE)*N+tine_to_send

Suggestwe look at packingfactorsof 200 (N=2) and 300 (N=3) for the DFM_SFI_Assign
messageandfixed packingfactor of 100 for the L2SV_LVL2_Decisionmessagendrepeat
with the DFM running on different powered CPUs (provided it stays saturated).

The DFM_SFI_Assignconsistsof the genericheaderconsistingof 6 words, a headerfor the
LVL2 acceptsconsistingof 2 words, then 3 words per LVL2 accept,a paddingword if
required,then a headerfor the LVL2 rejectsconsistingof 2 words,then 1 word per LVL2
reject and a padding word if necessary. Again overhead from Ethernet is excluded.
Packing factor 200: 6+2+(3*2)+2+198 = 214 words/856 bytes

Packing factor 300: 6+2+(3*3)+1+2+297+1 = 318 words/1272 bytes

Suggested CPU powers (indicative only) for the different applications would be:

* L2SV, SFI, ROS: 800 MHz
* DFM: 400 - 800 MHz

Number of outstanding events per SFI: many

# LVL2accepts | LVL2rejects per L2SV_LVL2_ Descision (packing factor 100): 1 | 99

9 Other Measurements to compae with model once calibrated

1 DFM, 1 ROS,1-severalSFls,1-severalL. VL2 accepts/DFM_SFI_Assignfioreneedso be
written here...sorry
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