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Abstract

An intra-pulse Interaction Point fast feedback system (IPFB) has been designed for the Next

Linear Collider (NLC), to correct relative beam-beam misalignments at the Interaction Point

(IP). This system will utilise the large beam-beam kick that results from the beam-beam

interaction and apply a rapid correction to the beam misalignment at the IP within a single

bunch train. A detailed examination of the IPFB system is given, including a discussion of

the necessary electronics, and the results of extensive simulations based on the IPFB concept

for fast beam correction are presented. A recovery of the nominal luminosity of the NLC is

predicted well within the NLC bunch train of 266 ns.

The FONT experiment — Feedback On Nanosecond Timescales — was proposed as a

direct test of the IPFB concept and was realised at the NLC Test Accelerator at SLAC. As

part of FONT, a novel X-band BPM was designed and tested at the NLCTA. The results

of these tests with the NLCTA short and long-pulse beam are presented, demonstrating a

linear response to the position of the 180 ns long-pulse beam: measurements show a time

constant of ∼1.5 ns and a precision of better than 20 µm. A novel BPM processor for use

at X-band, making use of the difference-over-sum processing technique, is also presented in

detail, with results given for both short and long-pulse beams.

The FONT design concepts and modification of the IPFB system for use at the NLCTA

are described. The design of a fast charge normalisation circuit, to process the difference and

sum signals produced by the BPM processor, forming part of the FONT feedback circuit,

is detailed extensively. Bench tests of the feedback electronics demonstrate the effectiveness

of the normalisation and feedback stages, for which a signal latency of 11 ns was measured.

These bench tests also show the correct operation of the normalisation and feedback princi-

ples. Finally, the results of a full beam test of the FONT system are presented, during which

a system latency of 70 ns was measured. These rigorous tests establish the soundness of the

IPFB scheme and show correction of a mis-steered bunch train within the full NLCTA pulse

length of 180 ns.



“Any intelligent man needs to maintain his intelligence. Intelligence isn’t

a static property, its dynamic, permanently increasing, yes, but also shifting,

moving, sliding, jumping and sometimes leaping into different planes, dimensions,

boxes and tunnels. You can’t catch it, you can’t quantify it, you can’t qualify it,

you can’t see it and you can’t understand it. All you can do is feed it, and if it

doesn’t like the food then give it something tougher to chew on . . . ”

Simon James, MMII
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Chapter 1

Introduction—Physics at the TeV
Energy Scale

It could be argued that particle physics is currently languishing in one of its least interesting

periods since the inception of quantum mechanics at the turn of the 20th Century. As a

discipline that thrives on the discovery of new particles to advance both the theoretical and

conceptual understanding of its many intricacies and complexities, not since the discovery

of the bottom quark in 1977 [1] has particle physics been pushed forward by the appearance

of an unexpected new particle1. Although the recent progress made in the measurement

of neutrino oscillations points strongly towards physics beyond the Standard Model, very

little experimental evidence exists that can be used to guide the creation of theories that

properly describe this physics. The many varied theories that exist under the banners of the

Higgs Sector, Supersymmetry or “Grand Unified Theories” (GUT’s) predict an enormous

cornucopia of particles that could exist at energies that have yet to be reached by modern

particle accelerators.

1.1 Physics Beyond the Standard Model

The current Standard Model of particle physics is an impressively robust theory. A result

of almost a century’s observation and refinement, it encompasses virtually every observation

that has been made in the field of particle physics. The myriad of bound states, decay

products and interaction cross sections are all accounted for within the Standard Model:

the resulting particle coupling and decay calculations based upon the Standard Model are

some of the most accurate known to man. In the Standard Model, all matter is made

from two types of elementary particle: quarks and leptons. The interactions between these

fundamental particles are mediated by a third group of particles — the mediators — which

1Although the top quark was discovered after the bottom, it was one of the most widely predicted particles
ever to be discovered. In fact, one could say that the last truly unexpected new particle to be discovered
was the charm quark, since the discovery of the J/ψ in 1974 allowed confirmation of the quark model
and precipitated the “November Revolution”; the bottom quark was merely considered an extension to the
quark/parton model, already proposed as part of the CKM mechanism of quark mixing and prompted by
the discovery of the tau lepton in 1975 [1].

1
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Leptons Charge Mass (MeV/c2)
e −1 0.511
νe 0 < 3 eV
µ −1 105.7
νµ 0 < 0.19
τ −1 1777
ντ 0 < 18.2

Quarks Charge Mass
d −1

3
5–8.5 MeV/c2

u 2
3

1.5–4.5 MeV/c2

s −1
3

80–155 MeV/c2

c 2
3

1.0–1.4 GeV/c2

b −1
3

4.0–4.5 GeV/c2

t 2
3

174.3± 5.1 GeV/c2

Bosons Charge Mass (GeV/c2)
γ 0 < 2× 10−25

W+ 1 80.423± 0.039
W− −1 80.423± 0.039
Z0 0 91.1876± 0.0021

gluons 0 0
Higgs 0 > 114.3

Table 1.1: The particles and mediators of the Standard Model, including the Standard Model
Higgs boson; the lower mass bound for the Higgs is given for LEP2 data [2].

are themselves subdivided by force: the photon (γ) for the electromagnetic force, the W+,

the W− and the Z0 for the weak force and eight gluons (g) for the strong force2. All the

fundamental particles of the Standard Model are summarised in Table 1.1 [2].

The basis of the Standard Model is the underlying symmetry group SU(3)c × SU(2)L ×
U(1)Y : the SU(3) group describes the strong force while the electromagnetic and weak

forces are unified into a single force under the SU(2) × U(1) group [3]. The unification of

the electroweak sector, by Glashow, Weinberg and Salam (the GWS model) provided an

explanation for the charged weak interactions, via W± exchange, and successfully predicted

their masses, along with the existence and mass of the Z0. However, in unifying the weak and

electromagnetic forces, it is no longer possible to maintain the exact symmetry of SU(2)×
U(1): nature spontaneously breaks this symmetry and the W± and Z0 gain a mass, while

the photon remains massless. To account for this electroweak symmetry breaking, something

extra must be introduced: the Higgs boson.

1.1.1 The Higgs Boson

To account for the spontaneous symmetry breaking in the electroweak sector, a Higgs field

is introduced into the Standard Model Lagrangian [4]. The ‘residue’ of this Higgs field,

according to the basic Higgs theory, is a single scalar boson, known as the Higgs boson. It is

the manifestation of this Higgs field, and the consequent appearance of the Higgs boson, that

is predicted to be the cause of electroweak symmetry breaking [4]. The resultant hypothesis

2Gravity has proved to be the one stumbling block that the Standard Model has been unable to account
for. It is one of the aims of “Quantum Gravity” theories to be able to unify the Standard Model forces with
General Relativity to place all the known forces of nature on an equal footing. The preliminary suggestion
is that gravity is mediated by a spin-2 boson called the graviton.
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Figure 1.1: The narrowing of the allowed mass range for the Standard Model Higgs boson as
a result of precision electroweak measurements at LEP, SLD and the Tevatron (the yellow
region shows the upper and lower 95% confidence limits) [5].

is therefore that the Higgs field is the cause of all the fundamental particle masses and that

the Higgs couples to all massive particles, with a coupling strength that is dependent upon

the particle’s rest mass [1].

The Higgs has so far escaped detection, although this is not for lack of trying: data

from the last run of the Large Electron Positron collider (LEP) at CERN gave a possible

indication of a Higgs with a mass around 114 GeV [5]. However, while the Higgs has not

yet been found, measurements with current accelerators do give an indication as to the most

likely mass range of the Standard Model Higgs: this is shown in Fig. 1.1. If and when the

Higgs is finally found, the probing of the properties of this elusive particle will be essential

in the creation of theories that lie beyond the Standard Model. Part of this reshaping of

the current landscape of particle physics requires the investigation of physics at the current

high energy frontier: it is at these TeV energies that vital experimental evidence for physics

beyond the Standard Model will be most forthcoming.

1.1.2 Supersymmetry and Beyond

Theories abound as to what lies beyond the predictions of the Standard Model and the Higgs

sector. However the candidate that is currently favoured is the concept of Supersymmetry

(SUSY). Supersymmetry is based on the idea that every fundamental fermion has a bosonic

“superpartner” and vice versa [4]. The superparticles (or ‘sparticles’) have properties that

would ideally differ from their Standard Model partners only for the particle’s spin. However,
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this symmetry is clearly inexact, since none of the particles predicted by supersymmetry have

been seen. The cause of this discrepancy is similar to electroweak symmetry breaking: the

particles and sparticles begin with identical masses and nature spontaneously breaks the

symmetry between the two. This results in the sparticles having much larger masses — a

necessary condition since none have yet been found. SUSY therefore makes a number of

distinct, testable predictions as to the existence of particles outside the Standard Model:

in addition to the large number of sparticles, SUSY theories propose the existence of a

number of Higgs particles (2 charged and 3 neutral) [6]. The predictions of the cornucopia

of supersymmetric theories have yet to be confirmed, but are likely to come under a great

deal of scrutiny with the next generation of particle colliders (see Section 1.2)3.

Extensions to this Minimal Supersymmetric Standard Model (MSSM) are varied and

provide a number of benefits over the Standard Model. One possibility is the unification of

gravity into the forces currently covered by the Standard Model into a Grand Unified Theory

(‘GUT’): these place all the forces of nature onto an equal footing, unifying the coupling

strengths at a very high energy scale (the so called ‘GUT scale’) [5]. In addition, the various

string theories make predictions about the existence of extra dimensions in addition to the

appearance of supersymmetry. These theories however will have to wait until more light is

shed on physics beyond the Standard Model.

Neutrino oscillations also point the way to new physics. However they are not, of them-

selves, indicative of physics that truly lies outside the scope of the Standard Model, since

it is possible to incorporate these effects into the Standard Model without a great deal of

adjustment4. To discover physics that lies beyond the Standard Model, it is essential that

particle physics steps beyond the reach of its current tools (the high energy colliders) to attain

energies that mean that particle physics can step forward once again into the unknown.

1.2 TeV Energy Colliders

There are a number of ways to investigate the physics that exists outside that encompassed by

the Standard Model. It is possible to make precision measurements on some of the predictions

of the Higgs sector and non-Standard Model physics with existing accelerator facilities [3].

However, to have direct access to this new physics, new accelerators are required that are

capable of reaching these TeV–scale energies. Traditionally (and somewhat erroneously)

hadronic machines have been thought of as ‘discovery’ machines, with lepton colliders used

as complementary ‘measurement’ machines; the reasons for making such a distinction are

given in the next section. However, the choice of beam itself constrains the design of the

accelerator: this choice of accelerator design is discussed in the remainder of this chapter.

3It has been said that “The predictions of the Higgs sector and supersymmetry are likely to be completely
wrong, but are our only useful reference point.” [3]

4Neutrino oscillations arise from a mixing of the mass eigenstates with respect to the weak neutrino
eigenstates: this essentially means that, while retaining their weak eigenstate, neutrinos can oscillate between
the mass eigenstates. This is similar to the mixing of quarks that results in flavour-changing quark decays,
mediated by the W±, and is only possible if the neutrinos have mass.
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1.2.1 Lepton and Hadron Colliders

It is highly likely that the first evidence for any such new physics will be found at either the

Tevatron at Fermilab, or almost certainly at the Large Hadron Collider (LHC) at CERN5 [7].

However, neither of these machines will provide the required precision measurements that

are needed to test the many postulated extensions to the Standard Model [6]. This is

because, unlike LEP — which (as its name would suggest) was designed to collide electrons

and positrons — both these accelerators are hadronic: the LHC will use two 7 TeV proton

beams, with the Tevatron using 1 TeV proton-antiproton collisions [8]. While these energies

are easier to achieve with hadron accelerators (see Section 1.2.2) — making new, high energy

discoveries easier as a result — the methods of Higgs production at leptonic and hadronic

machines are broadly similar, they are invariably simpler for e+e− collisions [5]. In addition,

two features lend themselves extremely favourably to lepton collisions: one is the cleanliness

of the interaction and corresponding final state, and the other is the precise initial state

energy.

The cleanliness of the lepton interaction is primarily a result of its simplicity, since

electrons and positrons are both fundamental point-like particles. In an interaction between

the two, there is no “excess baggage”: the collision results in the complete annihilation of

both particles and a resultant state with all of the energy of the two colliding leptons and zero

net charge. However, in hadronic collisions the interaction occurs between quarks within the

composite structure of the hadron, usually via some gluon or W± exchange. Therefore the

interaction is both impossible to define prior to the collision and extremely messy: the nature

of quark and gluon jets, resulting from the confinement of strongly interacting particles, leads

to an enormous number of final state particles compared to lepton collisions, with a good

deal more work required to reconstruct the primary vertices of the event.

In addition to the complexity of the interaction, the composite nature of hadrons means

that there is no way of precisely defining the energy of each quark prior to collision: only

a portion of the total energy of the proton is carried by each quark, so that the resulting

interaction does not have a definite initial energy. This is not the case for leptons, since each

one carries exactly the same, well-defined energy into the collision. It is therefore possible,

with a lepton collider, to precisely vary the energies of the incoming particles and scan

the available energy range to measure the energy dependence of particular production cross

sections.

A further benefit of e+e− colliders, is the ability to precisely define the helicity of the

initial state particles6 and measure the spin dependence of various final states, something

that is not possible for hadronic interactions. For these reasons, precision tests of the prop-

erties of the Higgs — such as the mass, width, production cross sections, branching ratios

and self-coupling — and of the myriad of supersymmetric particles (primarily the light su-

persymmetric particle, or LSP) are possible only with a lepton collider [9].

5Conseil Européen pour la Recherche Nucléaire, or European Organisation for Nuclear Research.
6It is theoretically possible to set the initial spin states of both leptons in an e+e− collision: experimentally,

certain difficulties must be overcome, such as the production of spin-polarised positrons, that reduce the net
spin polarisation of the two beams to less than 100%.
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Figure 1.2: The overall view of the 27 km CERN Large Hadron Collider (LHC), showing
the location of the four main experiments: ATLAS, CMS, LHCb and ALICE [11].

There are suggestions that a muon collider, using µ+µ− rather than e+e− beams, would

provide the necessary clean interactions while making use of a modified synchrotron design

(for more details, see [10]). However, the problems associated with using stable muon beams,

primarily related to their short lifetime and consequent beam damping requirements, mean

that a muon collider is not currently a feasible prospect. It is therefore necessary to resort

to the well-understood tactic of using e+e− collisions, for which a linear collider is required.

1.2.2 The Linear Accelerator and the Synchrotron

The method of charged particle acceleration employed for the two main accelerator designs —

the linear accelerator and the synchrotron, or circular accelerator — is essentially identical:

this involves the use of accelerating cavities to produce a high voltage gradient through which

the particles are accelerated, and is described in detail in Chapter 2. However, there are a

number of fundamental differences between the two accelerator types, both of which have

their relative merits.

The synchrotron uses a series of accelerating cavities, arranged in a circle and interspersed

with dipole magnets that bend the beam and cause it to travel continuously through a circular

orbit [12]. As the accelerated particles become more energetic and their velocity increases,



1.2 TeV Energy Colliders 7

a higher magnetic field is required to bend the particles through the same trajectory. As

such, the strength of the bending magnets is adjusted accordingly, to keep the particles

on the same orbit. The accelerating field within the cavities is also adjusted so that, as

the particles pass more frequently through each cavity, the maximum acceleration is still

imparted to the beam; for ultra-relativistic particles the velocity is approximately constant,

at the speed of light c, and the RF frequency remains constant. The accelerator currently

under construction at CERN is the 27 km LHC which makes use of the circular LEP tunnel,

and is shown in Fig. 1.2.

The advantage of using the synchrotron principle is that the same accelerating cavity can

be used many times to continuously accelerate the beam, resulting in a certain economy of

components. A collider based on the synchrotron design, such as the LHC, will accelerate two

beams in opposite directions around the circular trajectory many times, on each occasion

increasing the energy of the beam. The beams are then brought into collision at various

Interaction Points (IP’s) around the circumference of the accelerator: the four experiments

at the four IP’s of the LHC can be seen in Fig. 1.2. When two beams are brought into

collision, the vast majority of particles do not interact at all, but pass through the IP

without hindrance. As such, the beam is re-accelerated and re-used many times, before the

cumulative effects of the continuous collisions force it to be discarded and the process begun

afresh.

The linear accelerator, or linac, is more primitive in concept. The beam is accelerated

along a single straight trajectory, from which the accelerator derives its name. The energy

of the beam is therefore proportional, for a given accelerating gradient, to the length of

the accelerator, since the beam passes only once through each accelerating cavity. Two

accelerator paths are required — one for each beam — and the two meet at a single IP7.

After passing through the IP, the beam is then discarded into a beam dump, with a new

bunch used for each collision. A schematic diagram of the layout of the Next Linear Collider

(NLC) — one of the planned next generation linear colliders — is shown in Fig. 1.3.

1.2.3 Energy Loss Through Synchrotron Radiation

Although the linear collider seems, at first glance, extremely wasteful in comparison to the

synchrotron, there are a number of circumstances in which the performance of the linear

accelerator is superior. These relate to a number of shortcomings of the synchrotron: the

foremost amongst these is the production of synchrotron radiation. Synchrotron radiation

is the emission of EM radiation by any relativistic charged particle that undergoes an ac-

celeration [14]. When the acceleration is in the direction of the particle’s motion — such as

in an accelerating cavity — the synchrotron radiation emission is negligible. However, when

the acceleration is perpendicular to the particle trajectory — such as is applied by the field

within the bending magnet of a synchrotron — the energy loss by synchrotron radiation is a

significant fraction of the particle energy. This radiation is emitted in a narrow cone that is

approximately collinear with the direction of travel of the particle. In addition, the energy

7The current design for the NLC includes an option for two IP’s — one high and one low energy
(see Fig. 1.3) — but the two cannot be operated concurrently, since each bunch can only be used once.
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Figure 1.3: An overhead schematic of the Next Linear Collider [13]. The full length of the
accelerator at 30 km is larger than the circumference of the LHC.
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loss for a particle deflected through a particular angle scales with the beam energy as E4,

strongly influencing the size of the synchrotron required to reach a particular beam energy.

The radiated power due to synchrotron radiation also depends on the rest mass of the

radiating particles like 1/m4 [15]. This is the primary reason behind replacing the LEP

electron-positron collider with the proton-based LHC, since the energy loss for protons within

the same ring is a factor of 1013 smaller than that for electrons at the same energy8. As

such, the LEP accelerator — with a beam energy of around 100 GeV within a 27 km

ring — represents something of an upper limit in terms of an electron-positron collider

that utilises the synchrotron design. As physicists attempt to push to higher energies, it

becomes increasingly difficult to replace the enormous power dissipation through synchrotron

radiation. A linear collider, however, suffers from no such shortcomings. The beam energy

is independent of the particle mass and is dependent only on the number of accelerating

cavities (i.e. the length of the accelerator) and the gradient of each cavity.

1.2.4 Disruption at the IP

Another problem with the synchrotron stems from the number of collisions that each bunch

has to undergo. The primary goal of any collider is to maximise the Luminosity L. The

luminosity is a measure of the number of interactions that occur between particles in the

two colliding bunches (and is usually given in units of cm−2s−1) and is defined as:

L =
nN2HDf

4πσ∗xσ
∗
y

for number of particles per bunch N , number of bunches per train n and machine repetition

rate f ; HD is the beam pinch enhancement, resulting from the interaction of two oppositely

charged bunches (see Section 2.4.3); σ∗x and σ∗y are the horizontal and vertical (r.m.s.) beam

dimensions at the IP [16]. Clearly, since the luminosity increases for more densely-packed

bunches (i.e. smaller beam spot size) and a higher interaction rate (i.e. increasing the fre-

quency of bunch crossings at the IP), the luminosity is maximised by minimising the cross-

sectional area of the beam and maximising the frequency with which the bunches are brought

into collision. While both types of accelerator can take advantage of more frequent bunch

crossings9, a linear collider is able to make use of a much smaller spot size, due to the nature

of the beam-beam interaction (see Section 2.4).

Although only a small fraction of the particles within the two colliding bunches actually

annihilate to produce new particles, the rest of the bunch does not pass through unaffected.

The large EM-fields produced by each bunch, as a result of the large number of charged

particles moving at near-light velocities, produce a large force on the opposite bunch. Since

a linear collider throws away its bunches post collision, any detrimental effect that the

8The energy loss from synchrotron radiation is actually dependent on γ4, where γ2 = 1/(1 − v2/c2) for
a particle with velocity v. Since γ = E/m0c

2, for a particle of rest mass m0, this gives the E4 and 1/m4

dependence of the synchrotron energy loss [15].
9This process is more economical for circular accelerators, since each bunch can be recycled rather than

being accelerated from scratch.
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process of collision has on either bunch is irrelevant. A synchrotron, however, must do its

utmost to maintain the integrity of each bunch, since each one is recycled and used for

multiple collisions. This means that, by squeezing the bunches into a very flat geometry

with virtually zero cross-sectional area (and hence increasing the destructive nature of the

beam-beam interaction), the linear collider carries a distinct advantage (the full reasons for

the selection of such a geometry are given in Section 2.4).

For these reasons it is necessary to construct a linear collider to fully probe the physics

that lies outside the reach of the current technology, beyond the Standard Model. A number

of technical challenges exist, mainly in the areas of high gradient accelerating cavities and

power delivery systems, that must be overcome in order to construct a linear collider capable

of delivering the 500 GeV and above collisions required to probe into this new physics. These

are described, along with the generic design of the linear collider, in the next chapter.



Chapter 2

The Physics of Linear Colliders

As mentioned in the previous chapter, higher energy accelerators are required to investigate

the TeV energy scale. To complement the new generation of hadronic colliders, a leptonic

collider is required, and to accelerate leptons to the required energy, a linear collider is

needed. Currently, the highest energy linear accelerator is the SLAC Linear Collider (SLC),

which ran from 1989 to 1998 and used 46 GeV electron and positron beams [17]. While the

next generation of colliders will use the same principles of operation as the SLC, a large

number of improvements are required to reach the required beam energies.

There are a number of different proposed designs for a next generation linear collider,

all with the goals of achieving higher energies and luminosities than any of the previous

machines. Each design is broadly associated with a particular accelerator laboratory and

have the following titles (see the various references for more information):

• NLC — the Next Linear Collider (SLAC/US) [6, 18];

• TESLA — the Tera-electron-volt Energy Superconducting Linear Accelerator

(DESY/Germany) [5, 19];

• JLC — the Japanese Linear Collider (KEK/Japan) [20];

• CLIC — the Compact LInear Collider (CERN/Europe) [21].

The TESLA design is unique in that it makes use of superconducting niobium accelerating

cavities, whereas each of the other designs uses ‘warm’ (i.e. room temperature) copper

cavities; as a result, it also uses a substantially different bunch structure and damping ring

design [22]. CLIC is intended as a ‘next-next generation’ accelerator, to take advantage of a

number of developments necessary for the other accelerators; it is also the only accelerator

to make use of the ‘two-beam’ accelerator concept and is intended to run at the much higher

Centre-of-Mass (CMS) energy of 3 TeV [21]. The NLC and JLC, however, are very similar in

design, and follow on conceptually from advances made in the design and construction of the

SLC. There is also a considerable amount of ‘cross-pollination’ of personnel and technologies

between the two collaborations. The remainder of this chapter will describe the generic

design of the linear collider, with a focus on the design of the NLC. Some of the design

11
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parameters for the initial design of the NLC, and the proposed upgrade (Stages 1 & 2), are

shown in Table 2.1 (each of these parameters is explained in the remainder of this chapter).

Parameter Name Stage 1 Stage 2
CMS Energy (GeV) 500 1000

Luminosity (×1033 cm−2s−1) 20 34
Luminosity within 1% of ECMS (%) 55 44

Repetition Rate (Hz) 120 120
Bunch Charge (×1010 particles) 0.75 0.75

Bunches per RF pulse 190 190
Bunch separation (ns) 1.4 1.4

Effective gradient (MV/m) 48 48
Injected γεx / γεy (10−8 m-rad) 300 / 2 300 / 2

γε∗x / γε
∗
y (10−8 m-rad) 360 / 3.5 360 / 3.5

β∗x / β
∗
y (mm) 8 / 0.10 10 / 0.12

σ∗x / σ
∗
y (nm) 245 / 2.7 190 / 2.1

σ∗z (µm) 110 110
Beamstrahlung parameter Υave 0.11 0.29

Pinch Enhancement HD 1.43 1.49
Beamstrahlung δB (%) 4.7 10.2

Photons per e+ / e− (nγ) 1.2 1.3
Linac length (km) 6.3 12.8

Table 2.1: The design parameters for Stage 1 and Stage 2 of the NLC [13]; the ‘*’ superscript
indicates parameters at the IP.

2.1 Introduction to Linear Colliders

An accelerator is made up of a number of discrete sections, each of which accomplishes a

different task. A brief overview of these sections is now given: more detail on beam dynamics

and acceleration and the interaction region is provided in Sections 2.2–2.4.

2.1.1 Injectors

Although the bulk of the accelerator is made up of RF cavities to accelerate the charged

particles up to the required energies, the front end of the accelerator is dedicated primarily

to the production and collection of electrons (or positrons): this section is referred to as the

Injector. The basic role of the injector is to produce the high quality particle beam that

is to be used for acceleration within the main linac. The electron and positron injectors

for the deep-bored-tunnel design of the NLC1 are shown in Fig. 2.1; the figure also shows

the general layout of the damping rings: these are dealt with separately in Section 2.1.2.

1A number of different layouts exist for the NLC, dependent primarily upon its location. The near-surface
cut-and-cover configuration is designed for use in the suggested site in the Great Central Valley in California,
with the deep-bored-tunnel design intended for use at the Fermilab site in Northern Illinois [13].
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The other components that make up the injector are the source, a pre-accelerator, bunch

compressors and various collimation systems [13].

e-  S R C S

e-  LT R

e-  MDR

e -
 B oos ter

173

e-  B C -1

102

E lec tron Injec tor

P os itron Injec tor

528

276

186
e+ B C 1

e+ Targets

e+ B oos ter

e+ P DR

e+ MDR

e-  S R C S

Drive L inac

Figure 2.1: The electron and positron injector complexes for the deep-bored-tunnel design
of the NLC [13]. The abbreviations used are as follows: SRCS - electron sources; BC-1 -
1st stage bunch compressor; LTR - Linac-to-Ring; PDR - Pre-Damping Ring; MDR - Main
Damping Ring; dimensions are given in metres.

The source, as its name would suggest, is the first stage in creating a usable particle beam.

There are two main ways to create the large quantity of electrons that are required for both

the electron and positron source, based on thermionic and photoelectric emission [23]. A

high voltage DC thermionic gun uses a heated cathode to produce electrons, which are then

initially accelerated with a DC voltage. A series of solenoids is then used to constrain these

electrons and compensate for the natural tendency of the trajectories of similarly charged

particles to diverge (an effect referred to as ‘space charge’), which would result in a rapid

increase in beam spot size [24].

The electron source for the NLC actually makes use of the second method of electron

emission: the photoelectric effect. A laser is directed onto a Gallium-Arsenide semiconductor

photocathode: the photoelectrons produced are then accelerated in the same fashion as

before. This method of electron production allows the selection of the polarisation of the

resultant electron beam. Since one is able to choose the polarisation of the photons in

the laser beam, the resultant emitted photoelectrons are also polarised, resulting in an

electron beam with better than 80% polarisation [6]. A pre-accelerator is then used to

further accelerate the beam, with successively higher frequency accelerating cavities (for

more details, see Section 2.3). This causes the beam to bunch at the desired bunch spacing

— in the case of the NLC, a pair of 714 MHz bunchers is used, setting the bunch spacing

at 1.4 ns: the full bunch train consists of 192 bunches of 8× 109 electrons, with a full train
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length of 266 ns. An S-band accelerator, at 2856 MHz, is then used to further accelerate the

beam to 2 GeV for injection into the main damping ring (see Fig. 2.1).

A second electron gun is used to produce the electrons that are required to create the

positrons for the opposing beam. 6 GeV electrons are accelerated onto a Tungsten-Rhenium

(WRe) target, causing electromagnetic showers within the target: the positrons produced by

these showers are then collected and accelerated by an L-band linac (1428 MHz) to 1.98 GeV

for injection into the positron pre-damping ring [13].

2.1.2 Damping Rings

While it is undoubtedly important to produce bunches with a large number of particles,

it is perhaps the size of these bunches that is the dominating factor in producing a high

luminosity. For a linear collider, the luminosity, L, is defined as:

L =
nN2HDf

4πσ∗xσ
∗
y

=
HD

4πE

N

σ∗x

P

σ∗y
(2.1)

for beam energy E, number of particles per bunch N , number of bunches per train n,

machine repetition rate f and beam power P [18]. HD is the beam pinch enhancement,

resulting from the interaction of two oppositely charged bunches (see Section 2.4.3); σ∗x
and σ∗y are the horizontal and vertical (r.m.s.) beam dimensions at the IP2. As such, since

the luminosity is inversely proportional to the CMS energy (2E), it is imperative that the

luminosity loss caused by going to higher energies is countered by a corresponding decrease

in the spot size at the IP.

In order to produce a minimum spot size, it is necessary to minimise the horizontal and

vertical emittance of the beam. The emittance is a measure of both the physical transverse

size of the beam, x, and its divergence i.e. the angle3 of each particle trajectory within

the beam, x′. If one plots the position versus angle of every particle within the beam, as

shown in Fig. 2.2, this forms an ellipse in transverse phase space. The area of this ellipse

is defined as the emittance of the beam: it is denoted by εx/εy (horizontal/vertical) and is

given in units of metre-radians. By reducing the horizontal and vertical beam emittance, this

reduces the transverse size and divergence of the beam, making it smaller and more tightly

constrained to the desired trajectory. To account for the natural damping that occurs during

beam acceleration within the linac, the emittance is normally multiplied by γ to give the

normalised emittance, γε.

It is the task of the damping rings to produce a beam that is in an optimum condition for

acceleration and collision by vastly reducing the transverse beam emittance. This is achieved

by making use of the same synchrotron energy loss process described in Section 1.2.3. The

2At the SLC the beam was modelled as a Gaussian distribution of particles, with a 1% tail that extends
essentially to infinity (the ‘halo’). The beam dimensions — σx and σy — are therefore equivalent to the
r.m.s. width of this Gaussian. This beam model profile is assumed here.

3Since the angle of a particle trajectory, in a particular plane (say x), also defines the rate of change of
position within that plane, the angle is denoted by the symbol for velocity (x′).



2.1 Introduction to Linear Colliders 15
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Figure 2.2: A transverse phase space plot for a large number of particles in a particle
beam [25]. The area of this phase space plot is defined as the (horizontal) emittance of the
beam, εx; β is the beta function and is defined in Section 2.2.2.
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electron main damping ring for the NLC is shown in Fig. 2.3. The electron beam is injected

into the damping ring and circulated many times: each time it circulates it undergoes the

alternate processes of acceleration and energy loss through synchrotron radiation. When the

beam passes around either of the two arcs in the damping ring, the curved trajectory causes

synchrotron radiation to be emitted, reducing the energy of the electrons. The beam then

passes through a series of accelerating cavities which reaccelerate the beam. The emittance

reduction occurs because the electrons lose energy in their current direction of travel, but

are accelerated only in the longitudinal direction i.e. they lose energy in 3 dimensions and

gain energy in 1. This helps to narrow the trajectories of the electrons within the beam until

they all lie in approximately the same direction, hence reducing the emittance.

In addition to the energy loss within the two damping ring arcs, a wiggler is used in

one of the straight sections to further increase the synchrotron radiation energy loss. A

wiggler consists of a series of dipole magnets: the alternating magnetic field, caused by

the alternating dipole arrangement within the wiggler, causes the beam to undulate in its

trajectory [26]. As the beam undulates it also emits synchrotron radiation in the direction

of particle motion, increasing the damping rate per revolution within the damping ring4.

For the NLC, the normalised emittance upon extraction for the damping rings must be

reduced to γεx = 3.0 mm-mrads and γεy = 0.02 mm-mrads from an injected emittance

γεx/γεy of 150 mm-mrads [27]. While this is achievable for the electron beam using the

damping ring construction described above, the larger emittance of the positron beam at

the source, as a result of its method of creation, requires a second damping ring, referred to

as the positron Pre-Damping Ring (PDR). The pre-damping ring reduces the positron beam

emittance from γεx/γεy = 45,000 mm-mrads to the emittance required for injection to the

main damping ring given above [27]. Upon exiting the main damping rings, both particle

beams pass through a further X-band (11.424 GHz) bunch compressor and pass on to the

main linac.

2.1.3 The Main Linac and Beam Delivery

The bulk of the NLC is made up of the main accelerator tunnel, also referred to as the main

linac (see Fig. 1.3). The main linac is used to accelerate the two beams from the post-injector

energy of 8 GeV up to the collision energy of 250 GeV (500 GeV for the intended upgrade —

see Table 2.1). It is 12.3 km long and consists of 26 sectors, each 468 m long [13]. To reach

the intended CMS energy of 500 GeV, only half the linac will be filled with accelerating

structures: the other half would be filled for the 1 TeV upgrade. Each sector is split into 9

discrete RF distribution units, each of which contains 8 klystrons and 8 groups of 6 0.9 m

accelerating structures [13] — more information on the nature of these structures, and the

power delivery systems used to drive them, is given in Section 2.3.

At the end of each of the linacs is the beam delivery system. The purpose of the beam

delivery system is to prepare the beams from the linacs, that have now been accelerated

4Wigglers are also used in synchrotron light sources, due to the narrow spread of very high intensity
synchrotron radiation that they produce.
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Figure 2.4: A schematic diagram of the 1996 layout of the NLC beam delivery system [18];
dimensions, except where marked, are given in metres.

to the correct energies, for collision. The role of the beam delivery system is essentially to

ensure that the two beams arrive at the IP with the correct spot size. The full NLC beam

delivery system consists of a collimation system, the beam switchyard, the final focus, the

interaction region (IR) and the beam extraction lines and beam dumps [6]; the beam delivery

system is shown in Fig. 2.4.

The first stage of the beam delivery system is the collimation section. The purpose of

the collimation system is to remove the proportion of the beam halo that would otherwise

interfere with the accelerator or, more importantly, the detector and interaction region (see

footnote 2, page 14). As such, it has the following requirements [28]:

1. Losses of halo particles in the final focus system must be limited to a level that results

in a tolerable muon flux in the detector.

2. The beam halo that enters the detector must be limited to a certain maximum trans-

verse size, such that all the synchrotron radiation produced within the detector passes

freely through the IP region and cleanly exits the nearby magnets of the outgoing

beamline.

3. The beamline must be protected against damage by as little as one off-energy beam

bunch coming from the linac.
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The collimation system is made up of a series of spoilers and absorbers that are used to

‘scrape off’ the unwanted part of the beam halo (as given by the requirements above). The

purpose of the spoiler (or primary absorber) is to ‘blow up’ the beam halo by increasing the

angular divergence of the portion of the beam that is intercepted. This prevents the rest

of the collimator — the absorber (or secondary absorber) — from having to absorb a large

amount of the beam halo, and hence dissipate a large amount of power, within a relatively

small amount of material close to the beam [18]. The spoiler is usually much thinner than

the absorber — less than a single radiation length, as opposed to 15-30 radiation lengths

for the absorber5 — and also has a smaller aperture [28]. As such, the spoiler is unlikely to

be destroyed in the unlikely event that a beam is so badly missteered that it collides with

the collimator, since it is not thick enough to absorb a large amount of beam power, but

sufficiently reduces the beam density so that it can be safely absorbed by the absorber [13].

While the whole of the beam delivery system, up to the IP, includes collimation of

some kind, the bulk of the collimation system is located upstream of the beam switchyard

(BSY). The switchyard is used to direct the bunch train from the linac to one of the two

IP’s (see Fig. 1.3). Following the switchyard is the final focus system. The purpose of

the final focus is to squeeze the beams down to the correct geometry at the IP whilst

minimising aberrations introduced in the beam optics by the extremely strong focusing

elements (see Section 2.2 for further details). More information on the final focus is given

in Section 2.2.5.

The non-zero crossing angle at the IP, of some 20 mrad, means that it is not possible

to use the same beamline to deliver the beam to and extract it from the IP: as such, two

extraction lines are used to transport the spent beams to the beam dumps. The beam dump

is required to dissipate up to 20 MW of spent beam power after the beams have collided at

the IP. The beam dumps are situated some 166 m downstream of the IP and consist of a

large water tank, interleaved with water-cooled copper plates [18].

In addition to the final focus, the NLC makes use of crab cavities to further enhance

the luminosity [29]. Crab cavities are essentially RF cavities with a very fast rise time: as

each bunch passes through the cavity, an oscillating transverse electric field kicks the head

and tail of the bunch in opposite directions, rotating the bunch and aiming it towards the

opposite bunch [30]. The result is that, while the bunches are still subject to a crossing-

angle, the collision itself occurs as if the bunches had arrived head-on: this means that each

bunch views the opposite bunch as having a smaller horizontal spot size and the luminosity

is enhanced.

2.2 Beam Dynamics and Beam Transport

As mentioned in the previous section, the majority of the collider is made up of long straight

accelerator sections that are used to accelerate the beams to the required energies. However,

for a successful accelerator, it is not enough to merely accelerate the beam. All accelerators

5A radiation length, χ0, is defined as the depth of material required to reduce the energy of an incident
particle to 1/e of its initial value, and is unique to each material.
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have to achieve the steering and confinement of a charged particle beam along a desired

trajectory: colliding 2.7 nm beams from a distance of 32 km is not something that can

be achieved without external disturbance or correction. A description of the dynamics of

charged particle beams within the confines of the accelerator is now given.

2.2.1 Magnets and Beam Focusing

While the charge of the electrons (or positrons) within a beam would naturally cause the

beam trajectory to diverge, they also provide a method of constraining the beam to a de-

sired trajectory. The method adopted in accelerators is to use various types of magnets inter-

spersed at regular intervals along the accelerator. When a charged particle enters a magnetic

field, the particle experiences a force F, that is related to the magnetic field strength B, the

charge on the particle q and the particles velocity v:

F = qv ×B (2.2)

Therefore, a charged particle within a uniform applied magnetic field will follow a circular

trajectory. The centripetal force required to provide the necessary acceleration to bend a

particle through such a trajectory is:

F =
mv2

ρ
=
pv

ρ
(2.3)

for a particle of momentum p travelling along a circular trajectory with a radius of curvature

ρ. Combining with Eq. (2.2) gives:

Bρ =
p

q
(2.4)

The quantity Bρ is referred to as the magnetic rigidity and provides information on the

required magnet strength and layout for a charged particle with a particular momentum [25].

As such, by manipulating the strength and orientation of an applied magnetic field, it is

possible to bend a charged particle through a desired trajectory and steer the beam.

The simplest type of magnet, which operates on just this principle, is the dipole. A dipole

magnet is usually constructed from a pair of coils, which are placed parallel to one another

(for an example of a dipole magnet used in the SLAC linear collider, see Fig. 5.7, page 162).

The magnetic field arising from the current flowing in the pair of coils is, for identical coil

dimensions and current flow, completely uniform and is perpendicular to the plane of the

coils. As such, any charged particle passing between the coils will travel through a curved

trajectory, given by Eq. (2.4). The field strength of the dipole is usually integrated along

the length of the dipole, giving the total amount of field that a particle will encounter, and

is given in units of KiloGauss-metres (kG-m) or Tesla-metres (T-m).

The field produced by a dipole (or series of dipoles), however, will not provide the nec-

essary focusing required to keep a particle beam constrained to a desired orbit. In order to
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Figure 2.5: The magnet pole arrangement for a quadrupole magnet [25]. The blue lines mark
the magnet poles (polarity indicated as ‘North’ or ‘South’); the red lines mark the magnetic
field lines. The red arrows indicate the force applied to a positively-charged particle beam
travelling out of the page: the magnet focuses in x and defocuses in y and is therefore defined
as a focusing quadrupole.

prevent the beam from diverging from this desired orbit, extra focusing is required that will

force off-axis particles back onto the desired trajectory: this is achieved with the quadrupole.

A quadrupole magnet is constructed from four poles — two ‘North’ and two ‘South’ — which

are arranged as shown in Fig. 2.5. By arranging the poles in this manner, the magnetic field

increases as a function of the distance from the centre of the magnet, where:

Bx ∝ y By ∝ x (2.5)

For most quadrupoles the horizontal and vertical focusing strengths are of equal magnitude.

A quadrupole is usually characterised by the gradient of the quadrupole field,K = dBx

dy
= dBy

dx
:

this quantity is constant and has units of Kilo-Gauss per metre (kGm−1) or Tesla per metre

(Tm−1). The magnet strength can also be expressed in terms of the normalised gradient,

k, where k = K
Bρ

and has units of m−2. As such, this gives rise to a dipole field that varies

with distance from the centre of the magnet. The result is that particles that are further

off-axis are steered more strongly back towards the centre of the beampipe, giving an overall

focusing effect [25].

However, due to the arrangement of the field within the magnet, a quadrupole can only

focus the beam in one transverse plane at a time: in the other plane, the beam is actually

steered away from the ideal trajectory and becomes defocused. A quadrupole that is oriented

such that it focuses in x (and defocuses in y) is referred to as a focusing quadrupole, QF,

while a quadrupole that focuses in y (and defocuses in x) is referred to as a defocusing

quadrupole, QD. To accommodate for the defocusing behaviour of the magnet, quadrupoles
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Figure 2.6: The quadrupole arrangement used to construct a FODO cell (adapted from [25]):
alternate focusing and defocusing quadrupoles are separated by drift spaces.

are arranged in pairs, as depicted in Fig. 2.6: this magnet arrangement alternately focuses

and defocuses the beam and is called a FODO cell (for FOcusing and DefOcusing).

Accelerators are made up of these FODO cells or something similar but more complex.

The arrangement of these magnets, and the effect they have on the beam, is similar to the

focusing and defocusing effect of lenses in optics: in fact, the treatment of beams within

accelerators is similar to that in geometric optics; more information is given in Section 2.2.3.

The result of organising the quadrupoles into such a FODO lattice is to cause the beam

trajectories to oscillate around the ideal trajectory (usually the magnetic centre of the ac-

celerator beamline components). These oscillations are referred to as betatron oscillations

and are a well-defined function of the spacing and focusing strength of the quadrupoles [31];

more detail is given in the next section. These betatron oscillations confine the particles

within the beam to a desired range of trajectories by focusing particles more strongly as

they stray further from the ideal orbit.

2.2.2 Betatron Oscillations and Twiss Parameters

As mentioned in the previous section, betatron oscillations arise as a result of the FODO

lattice arrangement within an accelerator. These transverse oscillations are periodic and

follow the standard laws for simple harmonic motion. For oscillations within a FODO lattice,

of magnitude x, the general equation (known as Hill’s equation) for transverse motion within

an accelerator is:

d2x

ds2
+K(s)x = 0 (2.6)

where s is the longitudinal distance along the accelerator and K(s) is the restoring force due

to the quadrupoles; this restoring force is a function of longitudinal position [25]. It can be

shown that solutions of this equation for transverse motion within an accelerator have the



2.2 Beam Dynamics and Beam Transport 22

form:

x(s) =
√
εxβx(s) cos (ψx(s) + φx) (2.7)

where εx is the horizontal beam emittance, as defined in Section 2.1.2; φx is the initial phase

and is also constant [32]. The two remaining quantities, βx(s) and ψx(s), are both functions

of longitudinal position: β(s) is the beta function and describes the amplitude modulation

of the transverse beam motion; ψ(s) is the phase advance and describes the change in beta

phase; both are dependent on the focusing strength of the quadrupoles [31]. There is a

second, identical equation for vertical motion: this is assumed in all the following equations

and only the version for x is given. The phase advance is related to the beta function by:

dψ(s)

ds
=

1

β(s)
(2.8)

As such, the rate of change of transverse position, i.e. the angle, x′, is given by:

x′(s) =
dx

ds
= −

√
ε

β(s)
[α(s) cos (ψ(s) + φ) + sin (ψ(s) + φ)] (2.9)

where α(s) = −β(s)′/2 [31]. As such, the complete particle motion within the accelerator

can be defined in terms of the beta function and phase advance. It is possible to construct

an invariant quantity, known as the Courant-Snyder invariant, by redefining the emittance

in terms of the beta function:

ε = γ(s)x(s)2 + 2α(s)x(s)x′(s) + β(s)x′(s)2 (2.10)

where γ(s) = 1+α2

β
[32]. This quantity is invariant under a change of s and, therefore, the

beam emittance is a fixed quantity for any periodic accelerator lattice. It is also necessary

to define the relative phase advance, µ, where µ(∆s) = ∆ψ(s). The functions α(s), β(s),

µ(∆s) and γ(s) are known as Twiss parameters: there are two of each function — one for

each transverse plane — and they are used to characterise the accelerator lattice [31].

2.2.3 Transport Matrices

In order to construct the quantities described in the previous section, a matrix approach is

adopted. While the two beta functions — βx and βy — are continuously varying functions

of s, the accelerator itself is not: it is constructed from a number of distinct units e.g. a drift

section, a quadrupole, a dipole and so on. As such, it is possible to calculate the various

Twiss parameters by using a series of matrices to describe each of the discrete elements from

which the accelerator is constructed. For the two horizontal beam parameters, x and x′, the

translation between two points along the accelerator, s1 and s2, is given by the following

matrix equation:
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[
x
x′

]
s2

= M(s1 → s2)

[
x
x′

]
s1

=

 √
β2

β1
(cosµ+ α1 sinµ)

√
β1β2 sinµ

−1+α1α2√
β1β2

sinµ+ α1−α2√
β1β2

cosµ
√

β1

β2
(cosµ− α2 sinµ)

[x
x′

]
s1

(2.11)

where the subscripts indicate the various parameters at the two points along the beam-

line [32]. In practice, a 6× 6 matrix, referred to as the R matrix, is used:


x
x′

y
y′

l
δ


s2

= R(s1 → s2)


x
x′

y
y′

l
δ


s1

(2.12)

where, in addition to the four transverse beam parameters, l is the longitudinal particle

location along the length of a bunch and δ is the relative momentum deviation from the

reference particle [33]. For the majority of accelerator components there is no x-y coupling

and, if all components are symmetrical about y = 0, the R-matrix reduces to:

R =


R11 R12 0 0 0 R16

R21 R22 0 0 0 R26

0 0 R33 R34 0 0
0 0 R43 R44 0 0
R51 R52 0 0 1 R56

0 0 0 0 0 1

 (2.13)

In order to describe beam motion along the accelerator, a matrix is used to describe each

of the beamline components: for example, using just the two transverse beam parameters x

and x′, the R-matrix for a drift space is:

Rdrift =

[
1 L
0 1

]
(2.14)

for a drift space of length L, and the corresponding matrix for a quadrupole magnet is:

Rquad =

[
cos(l

√
k) sin(l

√
k)√

k

−
√
k sin(l

√
k) cos(l

√
k)

]
(2.15)

where l is the length of the quadrupole and k the normalised gradient, as given in Section 2.2.1

(page 20) [34]. For a thin lens approximation, where 1/kl� 1, this reduces to:
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Rquad =

[
1 0

−1/f 1

]
(2.16)

where f = 1/kl and is defined as the focal length of the quadrupole. It is now possible to

construct the complete R-matrix for the entire accelerator, by multiplying the matrices for

consecutive elements together in the following manner:


x
x′

y
y′

l
δ


s6

= R6R5R4R3R2R1


x
x′

y
y′

l
δ


s1

(2.17)

with the usual rules for matrix multiplication followed and the numbers indicating the order

in which the elements are encountered between s1 and s6. As such, it is possible to track the

motion of the beam through the accelerator, given the initial beam conditions. This matrix

approach can also be used to track the evolution of the shape of the beam emittance ellipse

(as shown in Fig. 2.2).

2.2.4 Dispersion and Chromaticity

The equations given in the previous section allow the motion of ideal particles to be predicted

exactly. However, not all particles within a bunch will behave in this well-defined manner:

errors in the energy or momentum of individual particles, as opposed to the position/angle

error that the FODO lattice is designed to counteract, can also lead to significant beam

losses. Errors arise in the particle energy/momentum as a result of many effects, such as

scattering from gas molecules during the acceleration process or the emission of synchrotron

radiation, as well as any energy error introduced at injection. This results in a spread in the

momentum of the particles within a beam, ∆p
p

.

The result of such a momentum error is that the magnetic rigidity, Bρ, changes, in

accordance with Eq. (2.4), and hence the bending radius of any dipole magnet; this effect is

called Dispersion [25]. As such, in regions of non-zero dispersion a beam will experience an

increase in transverse beam size due to the momentum spread in the beam, as a result of

the momentum dependence of Bρ. The transverse displacement, ∆x, due to the momentum

spread is given by:

∆x(s) = D(s)
∆p

p
(2.18)

where D(s) is called the Dispersion function. This dispersion function can be calculated

from the lattice in the same way as the beta functions and is computed independently for x

and y.
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In addition to the dispersion, the momentum spread also causes a change in the focusing

strength, and hence the focal length, of the quadrupoles, as a result of the change in magnetic

rigidity: this effect is referred to as Chromaticity, ξ. The chromaticity is defined as the

relative change in phase advance that results from the momentum spread:

∆ψ

ψ
= ξ

∆p

p
(2.19)

As before, there is a horizontal chromaticity, ξx, and a vertical chromaticity, ξy. Correction

of the chromaticity (called chromatic correction) is important, particularly at the IP, where

the beta functions become very small (denoted by β∗ in Table 2.1, page 12) and the final

doublet (see below) attempts to focus the beam to a point. As a result of the momentum-

dependent variation in focal length, a lack of such chromatic correction at the NLC would

result in an increase in spot size by two orders of magnitude [6].

SMagnet
Coils
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N

N N

Magnet
Poles

Figure 2.7: The layout of a sextupole magnet (adapted from [34]). The magnetic field lines
are shown in blue, with the polarity of the 6 magnet poles indicated; the 12 magnet coils
are also marked.

Correction of the chromaticity is achieved with another, higher-order magnet, called a

sextupole. As its name would suggest, the sextupole has 6 magnet poles of alternating

polarity: the magnet pole arrangement and resultant B-field can be seen in Fig. 2.7. This

pole arrangement gives the following B-field [35]:

Bx = g′xy

By =
1

2
g′
(
x2 − y2

) where g′ =
∂B2

y

∂x2
(2.20)

This means that a particle that passes through the sextupole receives a deflection that

is proportional to the square of the horizontal distance from the centre of the sextupole.

As such, it behaves like a quadrupole whose focal length is a function of the horizontal
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distance from the centre6. By placing the sextupole next to a quadrupole in a region of

finite dispersion, the transverse beam spread that results from such a dispersive region

(see above) allows the sextupole to correct for the chromaticity of the quadrupole. For a

quadrupole/sextupole pair, the beam deflection is given by:

∆x′ = − Kq

1 + δ
(x+Dxδ)−

Ks

2 (1 + δ)

(
(x+Dxδ)

2 − y2
)

∆y′ =
Kq

1 + δ
y +

Ks

1 + δ
(x+Dxδ) y

with Ks =
ls
Bρ

∂2Bx

∂x2

∣∣∣∣
x=0

(2.21)

where Kq is the integrated field strength of the quadrupole, Ks is the integrated field strength

of the sextupole, ls is the length of the sextupole, Dx is the horizontal dispersion and δ is the

relative momentum error, ∆p
p

[36]. It is therefore possible, by introducing dispersion in only

one plane (the horizontal), to correct for the chromaticity in both planes. In addition to the

desired correction, a sextupole will also introduce unwanted nonlinear effects: cancellation

of these higher-order terms is covered briefly in the next section.

2.2.5 Final Focus Optics

Doublet
Final

D

D

D2
F2

M

S
S

M

S

R

SF1

F

D1

B end

IP

RF

Figure 2.8: A schematic diagram of the magnet layout for the chromatic correction sec-
tion of the NLC Final Focus optics: the quadrupoles are indicated by the lenses (for fo-
cusing/defocusing quads), with the sextupoles marked by hexagons. MF,D indicates the
transport matrices for sextupole pairs and RF,D the transport matrices to the IP [37].

As mentioned in the previous section, chromaticity correction is most important in the

final focus section of the beam delivery system (see Section 2.1.3 for details of the complete

beam delivery system). The purpose of the final focus is to reduce the beam spot size at the

IP to provide the maximum luminosity [29]. This is achieved with a pair of very strongly

focusing quadrupoles — one for x and one for y — that are situated close to the IP: these

are usually referred to as the Final Doublet (FD). The innermost quadrupole of the final

doublet is mounted 4.3 m away from the IP (a distance denoted by L∗): the full layout of

the NLC final focus is shown in Fig. 2.8.

6All magnets behave in this fashion, acting like the next-lowest-order magnet whose strength varies with
distance from the magnet centre i.e. a quadrupole acts like a dipole with a bending radius that is a function of
horizontal position and a sextupole acts like a quadrupole with a focal length that is a function of horizontal
position.
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Figure 2.9: The horizontal and vertical beta functions (βx, βy) and horizontal dispersion
(Dx) for the full NLC Final Focus optics; the magnet layout shown in Fig. 2.8, including the
IP, are at the right hand end, at ∼650 m [13].

The corresponding beta functions for the final focus are shown in Fig. 2.9. The major

source of chromaticity at the IP is the two final doublet quads: as such, most of the final focus

is geared towards the cancellation of this chromaticity [13]. A pair of quadrupoles is required

to focus in both planes and demagnify the beam to a waist at the IP. In order to locally cancel

the chromaticity produced by these very strongly focusing magnets, a pair of sextupoles —

one for x and one, rotated by 180◦, for y — is placed upstream of each of the final doublet

quads to apply the necessary chromatic correction. A dipole is then used to create horizontal

dispersion in the beam to provide the necessary beam spread for the sextupole correction (see

above). In addition, the sextupoles themselves generate higher order geometric abberations:

to help cancel these unwanted terms, a second pair of sextupoles is located upstream of the

first pair, separated by 180◦ of beta phase [37]. This arrangement of sextupoles is referred

to as the chromatic correction section [29].

The front end of the final focus is referred to as the beta-matching section. The purpose

of the beta-matching section, as the name would suggest, is to match the beta functions at

the end of the linac to those required by the final focus. In other words, one tracks back from

the final doublet, through the chromatic correction sections, tracking the beta functions and

phases and attempts to match the beta functions at the start of the chromatic correction

section with those that arise at the end of the collimation section (see Fig. 2.4). This is the

purpose of the 4 quads situated furthest upstream in Fig. 2.9.
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2.3 Charged Particle Acceleration

The acceleration of charged particles is in essence relatively simple. In an electric circuit, an

electric current in a medium, consisting of a continuous flow of electrons, is created with the

application of a potential difference, or voltage. The application of this potential difference

gives rise to an electric field within the medium that pulls the electrons along, creating the

current.

An almost identical principle is adopted for the acceleration of charged particles within an

accelerator. Instead of transporting the electrons (or positrons) through a current-carrying

medium, the particles are confined to a beampipe, using the principles described in Sec-

tion 2.2. However, the key difference is in the application of the accelerating potential. It

is no longer possible to apply a static, DC potential between two points to accelerate the

electrons (the ‘Van De Graaff’ accelerator), since it is impossible to sustain the enormous E-

fields required: an accelerating gradient of many MegaVolts per metre (MVm−1) is necessary

to reach the required GeV energies [38]. Instead, time-varying fields are used to accelerate

a bunched beam.

2.3.1 Acceleration with a Varying E-field

It may seem at first glance that using an AC potential to accelerate particles would be

completely counterproductive, producing no net accelerating gradient. However, it is the

very fact that the time-integrated E-field is zero that allows such high fields, of many MVm−1,

to be sustained. The simplest way to apply such a varying potential is the Wideroe scheme,

shown in Fig. 2.10.

Particle
Source

RF
Generator

Accelerated
Particles

Figure 2.10: The Wideroe scheme for charged particle acceleration (adapted from [38]). A
time-varying voltage is applied to alternate plates, accelerating the particles between the
drift tubes; the voltage is indicated by the arrows.

The beampipe is divided into sections, with a gap between each: an alternating voltage

is applied to the plates in the manner indicated in Fig. 2.10. The applied voltage is at its

maximum when the particles reach the gap between these drift tube sections and is zero when

the particles are right in the centre of a drift tube. This means that, with the particles in

between drift tubes, the previous section repels the particles forward, with the approaching

section also attracting the particles forward. This method also has the effect of causing the

particles to bunch, since slower (or lower energy) particles will be lost from the back of the
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bunch, while faster particles will not receive the maximum acceleration and will therefore

also move backwards into the bulk of the bunch.

However, the disadvantage of such a scheme is that there is no way to drive lower energy

particles with a higher voltage while driving higher energy particles with a lower voltage to

longitudinally compress the bunch. In addition, power is radiated from the drift tubes since

there is no way of preventing it from being lost, reducing the efficiency of the accelerator.

The bunch also only receives a brief acceleration between beampipe sections. The solution

to the first two problems is to fully enclose the accelerating gap between the beampipe drift

sections in a resonant cavity. The primary benefit is that the energy produced by the voltage

source is trapped within the cavity and dissipates only slowly into the walls of the cavity [38].

(a) π mode (b) 2π mode

Figure 2.11: The π and 2π modes for adjacent single-gap cavities [39]. The width of each
cavity is governed by the frequency of the injected RF and the mode utilised; the mode
number indicates the phase difference between adjacent cavities.

Instead of applying a voltage externally to the structure to provide the necessary gra-

dient, the E-field is injected directly into the structure in the form of high frequency RF.

The intention is then to make sure that the E-field within the cavities sets up a resonant

oscillation: as such, the cavity length is usually designed to be half the wavelength of the

injected RF, λ, where c = fλ and f is the frequency of the RF. The alignment of the E-field

around the beampipe sections is shown in Fig. 2.11.

There are two possible modes in which to inject the RF, referred to as the π mode and

the 2π mode, both of which are shown in Fig. 2.11. In the π mode (Fig. 2.11(a)) each cavity

is out of phase with the adjacent one, whereas in the 2π mode (or 0 mode: Fig. 2.11(b)) each

cavity is in phase. This means that, in the 2π mode, the radial walls of the cavity become

redundant and it is possible to immerse the whole structure in a single E-field: this is known

as an Alvarez linac [38]. For a particular frequency, the π mode allows for a gradient twice

as high as the 2π mode and therefore a shorter linac [39].
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2.3.2 Beam Bunching
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Figure 2.12: The accelerating gradient, in the form of the applied E-field, experienced by 5
different particles in an accelerating cavity as a function of the time at which they arrive
at the cavity t (adapted from [25]). A is the synchronous particle, B is higher energy, C is
lower energy, D is on the edge of stability and E experiences a retarding potential.

By appropriately selecting the phase (i.e. the timing) of the E-field introduced into the

cavity, it is possible to significantly compress the bunches and correct for any longitudinal

position or energy error: this is shown in Fig. 2.12. While it may seem that the maximum

acceleration is gained by introducing the electron bunch into the cavity in phase with the

maximum E-field strength, it is actually more advantageous to introduce the bunch slightly

early (particle A). By doing so, any particle that arrives slightly earlier (usually as a result

of being slightly too high in energy) will experience a smaller E-field and accelerating force

(particle B). Conversely, any particle arriving later (with too low an energy) will receive a

greater acceleration (particle C).

This gradient in the energy gain causes the particles to bunch together at the frequency

at which the RF is applied (which is often referred to as the bunching frequency) — this

clumping region in the RF is called an RF bucket. This includes particles that are very far

off in energy: those that arrive much later will receive a negative acceleration (particle E)

and be slightly retarded, forcing them back into the bunch behind. They then proceed to

undergo the same under-acceleration/over-acceleration process as described above.

As such, the off-energy particles within a bunch actually circle around the central particle

(particle A in Fig. 2.12, referred to as the synchronous particle) in energy-position space,

forming another phase-space ellipse: as with horizontal and vertical phase space (cf. Sec-

tion 2.1.2 and Fig. 2.2), the area of this ellipse is referred to as the longitudinal emittance.

The boundary of this phase space ellipse is called the separatrix and marks the stable bound-
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Figure 2.13: The longitudinal phase space ellipse, in ∆s−∆E phase space, that defines the
longitudinal emittance (adapted from [25]). The boundary of this ellipse is the separatrix
and defines the region of stability for a single bunch: particles outside the separatrix are
usually too far off-energy and are lost.

ary of the particles within a single bunch (particle D in Fig. 2.12): this is shown in Fig. 2.13.

The particles within the separatrix undergo the cyclical relative acceleration/deceleration:

those outside the separatrix are lost, either to the following bunch or from the accelerator

altogether. In this way, particle motion with longitudinal stability and a small energy spread

is achieved.

2.3.3 Accelerating Structures

Modern accelerating structures operate on principles similar to those described in Sec-

tion 2.3.1. However, since electrons of a few hundred MeV are already highly relativistic, it

is not necessary to vary the length of the drift spaces within a structure as is usually done

with an Alvarez structure. As such, it is possible to shorten the drift spaces a great deal so

that the electron bunches spend more time within the accelerating field. Such a structure is

called a Standing Wave structure: an example of a standing wave structure for the NLC is

shown in Fig. 2.14 [38].

The RF is introduced into the structure in such a way (i.e. with the correct mode) that

a standing wave is set up along the length of the structure, with nodes at the interfaces

between the cavities, or cells. The standing wave consists of a longitudinal electric field,

with no longitudinal magnetic field (a transverse magnetic, or TMmn mode): this provides

the necessary accelerating force in the form of the longitudinal E-field. Such a structure

is usually driven in the π mode, with the E-field configuration shown in Fig. 2.11(a) [39]:

the size of the cells is designed to be resonant at the accelerating frequency. The structure

uses a single pair of centrally-mounted RF input couplers to deliver power into the structure

(see Fig. 2.14). This input power is used to sustain the accelerating field within the structure

and deposit power to the beam: any unused power either gets absorbed by the structure

(hence the copper cooling pipes mounted on the outside of the structure) or escapes down

the beampipe.
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Figure 2.14: A 15-cell NLC copper standing wave structure, installed at the NLCTA (see Sec-
tion 5.1 for details of the NLCTA) [40]. The two waveguides feed the RF power into the
structure through the centrally-mounted input couplers.

Figure 2.15: An NLC travelling wave structure, installed at the NLCTA [40]. The structure
has 4 RF couplers: two input and two output.
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A development of the standing wave structure, used almost exclusively in linear accelera-

tors, is the Travelling Wave structure: an NLC travelling wave structure is shown in Fig. 2.15.

The method of acceleration is similar to the standing wave structure, in that a time-varying

longitudinal E-field is used to accelerate the beam as it passes through the cavity: however,

instead of setting up a fixed standing wave (forming nodes of oscillation at the cell bound-

aries and antinodes in the centre of each cell), the sinusoidal E-field is now launched from

the front of the structure and runs along in synchronisation with the beam [39]. As such,

the maxima and minima of the accelerating field are no longer fixed (‘standing’) but move

with the beam (‘travel’), providing a continuous acceleration.

Instead of behaving as a resonant cavity, the structure now behaves as a waveguide, al-

lowing RF power to travel along its length [38]. Waveguides are essentially tubes, with either

a rectangular or circular cross section, that allow the transmission of electromagnetic waves

(and hence RF power) with virtually no power loss. The energy is stored and transmitted

in the form of resonant electric and magnetic fields within the structure [39]. The available

modes of oscillation within the waveguide, for a particular frequency, are fixed by the trans-

verse dimensions of the waveguide: the minimum frequency sustainable within a waveguide

is referred to as the cutoff frequency [41].

There are two main types of oscillation: the TEmn, or Transverse Electric modes, where

there is no longitudinal E-field, and the TMmn, or Transverse Magnetic modes, which has no

longitudinal B-field. In addition, there are also TEM modes with purely transverse fields.

The subscript mn indicates the order of the mode, with higher order modes requiring larger

resonant cavities7. Clearly, for the purposes of acceleration, a longitudinal E-field is required

to accelerate the beam along the beampipe: as such, only TM modes are used within the

structure [39]. The RF is injected into the structure at the front and extracted at the rear,

hence the doubling of the number of waveguide couplers seen in Fig. 2.15.

The rate of advance of the E-field maxima (the phase velocity, vp) is set by the spac-

ing of the cavities within the structure and should be the same as the particle velocity

i.e. vp ∼ c [38]. As such, a travelling wave structure is constructed from a number of ap-

proximately identical disks8, whose width governs the E-field phase velocity: this gives it a

similar appearance to that of the standing wave structure.

In general, travelling wave structures are cheaper to produce for a particular gradient:

however, it is possible to achieve higher gradients with a standing wave structure [13, 42].

Travelling wave structures are necessarily longer, since it is desirable to use up all the injected

RF as it is dissipated along the length of the structure before being extracted. A standing

wave structure has no such condition, since all the power is retained within the structure.

As such, the shorter standing wave structures can hold a higher gradient: in addition, any

7For the simpler rectangular waveguides only 2 subscripts (mn) are required and are related to the
height and width of the waveguide cross section. For more complex cylindrical waveguides, such as an
accelerating cavity, three subscripts are used: TMmnl, which indicate the azimuthal, radial and longitudinal
mode numbers respectively. The azimuthal mode number is zero for azimuthally symmetric modes; the
radial mode number minus one is the number of nodes in the radial variation of the E-field; the longitudinal
mode number is zero for a constant longitudinal E-field [39].

8The inner (or iris) diameter of the disks can actually vary along the length of the structure, depending
on whether the structure is a constant gradient or constant impedance structure [38].
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breakdown within the cavity will result in a higher power deposition in a travelling wave

structure, since the longer structure holds more power [43].

However, both cavity types are required to achieve a higher gradient than is actually

needed. This is a result of a phenomenon called beam loading. Beam loading results from

the interaction of the beam with the conductive walls of the accelerating structure. As the

beam passes through the cavity, the EM-field surrounding the beam interacts with the cavity,

producing a wakefield that acts against the accelerating field: this reduces the magnitude of

the longitudinal E-field and hence the accelerating gradient. This is similar to the back-EMF

produced by an electric motor as a result of its inductance. This gradient reduction occurs

gradually along the length of the bunch train, resulting in a smaller gradient for the rear

bunches. To compensate for this effect, the RF input power at the NLC is ramped, so that

the power reduction that occurs as a result of beam loading matches the power increase

supplied by the RF system. As a result, the NLC accelerating structures are required to

achieve an unloaded gradient of 70 MV/m, but a loaded gradient of 55 MV/m [13].

Since the size of the cavities, in all dimensions, is dependent upon the RF frequency,

higher frequency RF drive is favourable as it provides both a higher gradient and shorter

bunches (see Section 2.3.2) for a smaller, cheaper structure: however, higher frequency RF

is more difficult (and more expensive) to produce, with correspondingly tighter tolerances

required in the manufacture of the structures, further increasing the cost; there is therefore

a tradeoff in achieving the cheapest and most beneficial solution. The NLC main linac uses

an X-band drive frequency of 11.424 GHz, with copper travelling wave structures [13].

2.3.4 Klystrons and RF Power Delivery

Given the enormous gradients that have to be sustained within the NLC accelerating struc-

tures, a correspondingly large amount of power is required to sustain these large E-fields. As

such, the delivery of RF power to the structures is a crucial part of the NLC main linac. In

order to produce the 50 MW peak powers required by the RF system, a high power RF source

called a klystron is used. A schematic diagram of an NLC klystron is shown in Fig. 2.16.

A klystron is almost an accelerator in miniature. An electron gun at the bottom of the

klystron creates a burst of electrons. This electron pulse then passes through a resonant

bunching cavity: into this cavity is injected a steady RF flow (CW, or Continuous Wave) at

the desired accelerating frequency. Since the cavity is also resonant at this frequency, the

electron beam becomes strongly bunched at this frequency as it travels out of the cavity.

The bunched beam then passes through a second, output cavity that is also resonant at the

accelerating frequency. This resonance causes the bunched electron beam to very strongly

excite the cavity at the accelerating frequency: the RF produced within the cavity as a result

is then coupled out through a waveguide, which carries the amplified RF power out to the

structures (see above). The electron beam is then dumped into a beam stop at the top of

the klystron [44].

In practice, a number of input and output cavities may be used to maximise both the

electron bunching and the amount of RF power that can be extracted from a single klystron.
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Figure 2.16: A schematic drawing of an NLC X5011 periodic permanent magnet (PPM)
focusing klystron [18]. The drift tube consists of a number of small RF cavities; the ion
pumps are required to prevent the electron beam scattering off gas inside the klystron.
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This use of resonant cavities creates a large amplification of the RF signal input to the

bunching cavity: gains of 106 are possible with modern pulsed-power klystrons [44]. Two

power sources are required to provide the input power to the klystron. The RF input to the

bunching cavity is produced by a low-level RF system: this provides the RF ‘input’ signal

that is amplified by the klystron and is usually a CW microwave source, such as a travelling

wave tube (TWT) [13].

The input power to the klystron is provided, through the electron gun, by a modula-

tor [45]. A modulator is used to produce the pulses that drive the electron gun in the

klystron and produce the high intensity electron beam. It is through the modulator pulse

that the klystron receives the power that amplifies the low level RF input into a high power

output to drive the structures. The modulator pulse is a DC square pulse that lasts for a few

microseconds: pulsing the modulator allows for a higher peak output and therefore larger

power delivery to the accelerating structures.

The klystrons in the NLC are assembled into groups of 8, referred to as an ‘8-pack’,

with each powered by a single 500 kV modulator: these make up a single RF distribution

unit, of which there are 9 in each linac sector (see Section 2.1.3). Each klystron 8-pack

supplies 8 groups of 6 structures, with power delivered to each group of structures via a

pulse compression system called the Delay Line Distribution System (DLDS) [13]. DLDS

allows the combination of the 3.2 µs RF pulses produced by each klystron into 8 consecutive

396 ns pulses, which are then delivered to the groups of 6 structures. As such, up to 600 MW

of peak power can be delivered to the accelerating structures [13].

2.4 The Interaction Point and Beam Collisions

The IP is the most important part of the entire accelerator. It is the point at which the elec-

tron and positron beams are brought into collision and around which is mounted the detector

to measure the decay products resulting from these collisions. The beam-beam interaction

in linear colliders is markedly different from that in synchrotron machines, primarily as a

result of the extreme beam geometry used in linear colliders. From Section 2.1.2, page 14,

the luminosity is defined as:

L =
nN2HDf

4πσ∗xσ
∗
y

(2.1)

with the quantities as defined previously. As one would expect, the collision rate is a function

of the temporal and spatial density of the particles brought into collision i.e. the number of

particles forced into collision per second (indicated by nN2f) and the transverse size of the

beam bunches (governed by the r.m.s. transverse beam sizes at the IP, σ∗x and σ∗y).

To counteract the lower bunch crossing frequency, a linear collider uses a considerably

smaller beam spot size than a synchrotron. However, this in turn introduces other effects

into the beam-beam interaction which do not affect collisions in a synchrotron. Whereas

a synchrotron will recycle the beams continuously for minutes or hours at a time, with
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virtually no ill effects from each bunch crossing, the violence of the beam-beam interaction

in a linear collider is considerable: the carefully prepared bunches are virtually torn to pieces

by the intensity of the collision. These beam-beam effects can essentially be split into two

categories [46]:

• Quantum effects that result in the emission of synchrotron radiation within the beam-

beam interaction, called Beamstrahlung;

• Deformation of the bunch shape as a result of the classical EM fields surrounding each

bunch, known as Disruption.

2.4.1 Beamstrahlung

The phenomenon of beamstrahlung is closely related to two other well-known phenomena:

bremsstrahlung and synchrotron radiation. Both processes involve photon emission by ac-

celerated charged particles. A description of synchrotron radiation is given in Section 1.2.3.

Bremsstrahlung, or braking radiation, is the emission of a single photon by a charged particle

as it traverses a bulk material and passes through the EM-field surrounding an atom. It is

most commonly seen in electromagnetic showers as part of the energy loss process of an

energetic particle in a scintillator or absorber.

Figure 2.17: Schematic representation of beamstrahlung emission during the beam-beam
collision (adapted from [47]). The trajectory of a single particle in the electron bunch (blue)
is indicated by the curved black line: passing through the EM-field of the colliding positron
bunch (red) causes it to bend and emit a beamstrahlung photon (green).

The emission of beamstrahlung occurs not in an absorbing medium, but in the EM-field

of a charged bunch. As the two oppositely charged bunches pass through one another, the

EM-fields surrounding each bunch cause the trajectories of the particles within the opposing

bunch to bend, stimulating the emission of energetic photons: this is illustrated schematically

in Fig. 2.17. For bunch dimensions of the NLC, the average EM-field in each bunch during

collision is in the kilo-Tesla range [46]: with such large fields, the energy and luminosity

loss at the IP can be significant. Not only can beamstrahlung increase the energy spread

within the beam, in the same manner as ISR9, but the beamstrahlung photons can also pair

produce and cause scattering collisions within the bunch [36]. In addition, if not adequately

9Initial State Radiation, or ISR, is the emission of a photon by one of the two initial state particles prior
to collision. This is a stochastic process and results in a spread in the collision energy of the beam.
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minimised, energy loss by beamstrahlung can impose an upper limit on the possible CMS

collision energies.

The beamstrahlung phenomenon is characterised by the beamstrahlung parameter, Υ,

which is a measure of the field seen by a beam particle in its rest frame and is defined as

follows [48]:

Υ ≡ q~
m3

ec
4

(
pµF

µλpνFλν

)1/2
= γ

〈E +B〉
Bc

(2.22)

where me is the electron/positron rest mass, q is the electron charge, pµ is the electron four-

momentum and Fµν is the mean energy-momentum tensor of the bunch field. The critical

magnetic field, Bc, is defined as:

Bc ≡
m2c3

q~
≈ 4.4× 109Tesla (2.23)

giving a mean bunch field for the NLC of 〈E + B〉 ≈ 990 Tesla (using the parameters

from Table 2.1, page 12). During a single collision, the field strength will vary along the

length of each bunch. It is possible to define an average and maximum beamstrahlung

parameter — for beams with a Gaussian transverse particle density, these are [46]:

Υmax ≈
2Nr2

eγ

ασ∗z
(
σ∗x + 1.85σ∗y

) Υave ≈
5

6

Nr2
eγ

ασ∗z
(
σ∗x + σ∗y

) (2.24)

where re is the classical electron radius, α is the fine structure constant and σ∗z is the IP

r.m.s. bunch length. The two key parameters resulting from beamstrahlung are related to

the photon energy loss. The average number of photons radiated during a single bunch

collision per electron, nγ, is given by [48]:

nγ ≈ 2.54
ασ∗z
λcγ

(
Υ

(1 + Υ2/3)
1/2

)
(2.25)

where λc is the Compton electron wavelength and Υ = Υave. To retain a usable energy

spectrum at the IP, nγ should be limited to a value around one [36]. It is also necessary

to minimise the amount of energy radiated through beamstrahlung per bunch crossing for

the reasons given above. The fractional beamstrahlung energy loss per bunch, δB, is given

by [48]:

δB ≈ 1.24
ασ∗z
λcγ

[
Υ

(1 + (1.5Υ)2/3)

]2

(2.26)

with Υ = Υave. Along with the beam size dependence of the beam-beam disruption (see Sec-

tion 2.4.2 below), it is this dependence of Υ on σ∗x +σ∗y in Eq. (2.24) that drives the geometry

of the beams in a linear collider. By making the beams extremely flat, it is possible to in-

crease the luminosity (dependent on σ∗x × σ∗y) while maintaining minimal beamstrahlung.
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2.4.2 Disruption

In contrast to the quantum nature of beamstrahlung, disruption describes the effect of the

classical electromagnetic field surrounding each bunch during the collision and the resulting

change in beam trajectories [48]. While the interaction of two charged bunches is a highly

complex process, it can be simplified somewhat by making the following assumptions [46]:

• The velocities of the two bunches are highly relativistic, resulting in purely transverse

components of the electric and magnetic fields due to Lorentz contraction.

• The lack of any longitudinal field means that the bunches only interact when they

coincide and there is no longitudinal acceleration.

• The interaction between the two bunches dominates over the space charge interactions

within a bunch.

• The electric field dominates, resulting in a purely transverse electrostatic potential.

For a single particle within a bunch, the equation of motion during collision is given

by [46]:

d2y

dt2
+

4Nre

γ
nL
∂Φ

∂y
= 0 (2.27)

with a similar equation for x; here, N is the number of particles in the opposing bunch, nL

is the longitudinal bunch density and Φ is the electrostatic potential. Near to the centre of

a bunch with a Gaussian transverse particle distribution i.e. where |x| � σ∗x and |y| � σ∗y ,

the electrostatic potential is given by:

Φ =
x2

2σ∗x
(
σ∗x + σ∗y

) +
y2

2σ∗y
(
σ∗x + σ∗y

) (2.28)

Substituting this expression for Φ into Eq. (2.27) gives:

d2y

dt2
+

4Nre

γ
nL

y

σ∗y
(
σ∗x + σ∗y

) = 0 (2.29)

where y is the transverse beam separation. Assuming that the collisions are approximately

head-on (i.e. x′ ≈ y′ ≈ 0) and using a small angle approximation (i.e. y = y0 for the duration

of the collision), the total angular deflection of the particle, θy, due to this potential is:

θy =
dy

dt
= −

∫
4Nre

γ
nL

y0

σ∗y
(
σ∗x + σ∗y

)dt
= −2Nre

γ

y0

σ∗y
(
σ∗x + σ∗y

) (2.30)
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where y0 is the mean bunch separation and
∫
nLdt = 1/2 [46]. This is equivalent to the focal

length of a thin focusing lens, or a quadrupole magnet with 1/kl = γσ∗y
(
σ∗x + σ∗y

)
/2Nre [49]

(see Sections 2.2.1 and 2.2.3, page 24). It essentially describes the mutual attraction between

two bunches as their separation increases: as the bunches move further away, the deflection

becomes greater as each bunch starts to ‘see’ more of the opposite bunch as the bunch overlap

decreases. This is clearly not a comprehensive description of an arbitrary bunch separation

since, at large enough distance, the 1/r2 behaviour of the electrostatic field starts to take

over. However, it does provide the basis for the definition of the Disruption parameter,

D [48]:

Dx,y ≡
2Nre

γ

σz

σx,y (σx + σy)
(2.31)

The disruption parameter is therefore the ratio of the r.m.s. bunch length to the ‘focal

length’ of the bunch. Due to the difference in transverse beam dimensions there is a disrup-

tion parameter for each transverse dimension: since the vertical beam spread is much the

smaller (and therefore dominant) in linear colliders, Dy is normally quoted. For a uniform

longitudinal particle distribution, substituting Eq. (2.31) into Eq. (2.29) gives:

d2y

dt2
+

Dy√
3σ2

z

y = 0 (2.32)

during the time that the two bunches are coincident [46]. This equation has solutions of the

form sinAt and cosAt, giving rise to sinusoidal oscillations. This essentially means that, as

the two bunches pass through one another during collision, they oscillate across one another:

this is illustrated in Fig. 2.18. This figure shows the effect of Dy = 40 on two colliding beams

for a head-on collision and a slight vertical offset. The number of oscillations depends on

the bunch length and is approximately
√
Dy

4
√

3/2π [46].

The effect of disruption is twofold [49]. Firstly, the mutual attraction of the two bunches

causes their trajectories to curve, as given by Eq. (2.30). This curvature, coupled with the

oscillations described above and the waist that occurs at the IP, causes a large increase in the

angular divergence of the beam as it exits the collision region. Special care must therefore

be taken in transporting the beams from the IP to the beam dumps. Secondly, disruption

can actually cause an increase in the luminosity, due to the mutual attraction of the two

beams: this is particularly effective for a relatively small beam-beam offset, as the attractive

force pulls the two beams together upon collision. These are described in more detail in the

next section.

2.4.3 The Pinch Effect and the Beam-Beam Kick

Due to the large focusing strength of the final doublet quads, the beam is focused to a very

narrow waist at the IP, with β∗x = 8 mm and β∗y = 100 nm. Between these quads, the beta

function varies like β(s) = β∗ + s2/β∗: as such, the transverse beam size about the IP varies

like s2, with the rate of increase in spot size governed by β∗ [49]. This narrowing about
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Figure 2.18: The effect of the beam-beam interaction on two colliding bunches for D = 40
at discrete time intervals during collision [50]. The left series shows a head-on collision, with
the right series showing a slight vertical offset between the two bunches; illustrations are
highly schematic.

the IP is called the Hourglass effect, due to the change in the shape of the transverse beam

envelope along the beam direction. The hourglass effect is characterised by the divergence

parameter, Ax,y, where:

Ax,y ≡
σz

β∗x,y

(2.33)

The divergence parameter gives a measure of the natural divergence of the beam at the IP

(i.e. the IP emittance, ε∗x,y) [48]: a smaller β∗ results in a larger IP beam divergence due to

the focusing force applied to the beam, while a smaller bunch length σz can counteract this

divergence by reducing the longitudinal space in which the two bunches interact.

In addition to the hourglass effect, the two colliding beams also undergo a slight com-

pression at the IP as a result of their mutual attraction. This is called the Pinch effect and

causes an enhancement in the luminosity, since the beam spot size is reduced by this IP

compression. The pinch enhancement factor, HD, gives a measure of the luminosity gain as

a result of the pinch effect and is defined as:
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HD ≡
L
L0

(2.34)

where L is the measured luminosity and L0 is the nominal luminosity without the pinch

enhancement [46]. Due to the complex nature of the beam-beam interaction, there is no

precise method of calculating HD; however, it can be approximated by [49]:

HD ≈
(

1 +D1/4
y

( D3
y

1 +D3
y

)[
ln
(√

Dy + 1
)

+ 2 ln

(
0.8

Ay

)])1/3

(2.35)

where only the vertical disruption and divergence parameters are used, since the beam is

much smaller in the vertical direction and therefore has much greater vertical disruption.

The dependence of HD on Dy is due to the condition of the beams at collision: with a

small disruption the beam sees a slight enhancement, increasing the luminosity, as a result

of the focusing effect of the beam-beam interaction; with too high a disruption, however, the

bunches rapidly fall apart and the luminosity falls off. Determining HD with any degree of

precision is only possible with computer simulations [46].

The final effect that results from beam disruption is that of beam-beam deflection. Since

the beams are mutually attractive, they will be pulled towards each other when their EM-

fields coincide. If the two bunches have a net transverse offset, this attraction will cause the

beams to bend round one another, resulting in the curvature of the beam trajectory at the

IP.

The deflection curve resulting from this beam-beam kick is essentially a macroscopic

version of the force exerted on a single particle from the E-field of the opposite bunch, as

described in the previous section (see Section 2.4.2, page 39). As such, the outgoing angular

distributions are dependent to some extent on the disruption, with the deflection parameter

defined as [46]:

ΘD =
2Nre

γ (σx + σy)
=
Dxσx

σz

=
Dyσy

σz

(2.36)

The outgoing beam deflection angle has the following approximate dependence on ΘD [48]:

θy,rms ∼
0.55ΘD[

1 + (0.5Dy)
5]1/6

(2.37)

This phenomenon was observed at the SLC: the beam-beam deflection profile is shown

in Fig. 2.19. It was used to measure the beam spot size and to maximise the luminosity by

centering the beam at the IP. This behaviour is also predicted to be seen at the NLC. The

simulated beam-beam kick for the Stage 1 NLC parameter set (see Table 2.1, page 12) is

shown in Fig. 2.20. This effect is not a smooth deflection that occurs incrementally over the

course of a single collision but rather the cumulative effect of a net transverse beam-beam

offset combined with the many transverse bunch oscillations of Eq. (2.32). However, the net

effect produces the beam-beam kick of Fig. 2.20.
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Figure 2.20: The simulated beam-beam deflection curve for the NLC [52]. The parameters
used are the Stage 1 figures shown in Table 2.1; σy = 2.7 nm.
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This beam-beam kick can actually be used as more than just a diagnostic device that

gives information on the beam size. For the beam-beam scans of Fig. 2.19 one artificially

produces a relative offset by applying a known deflection to the beam upstream of the IP

and measuring the resulting kick. However, maximising the luminosity requires that no such

offset is present: if, through random beam motion, the beams become offset at the IP, the

luminosity loss is rapid; this is dealt with in more detail in Section 3.1.1. While it is possible

to measure the luminosity with dedicated luminosity monitors, these alone do not provide

enough information to be able to correct a beam-beam offset.

The beam-beam kick provides a highly accurate method of investigating the relative

offset of the two beams. By measuring the position of one of the beams as it leaves the IP

it is possible to infer the relative offset of the beams as they collided by making use of the

deflection curve of Fig. 2.20. Since the kick is so large, a relative offset of a few nanometres

will result in a beam misaligned by hundreds of microns only a few metres downstream of

the IP. Even if the absolute position offset (i.e. any offset with respect to, say, the detector)

is much larger than the relative position offset, the effect of the beam-beam kick completely

dominates the outgoing beam position. This provides a very clean signal on which one can

feed back and attempt to correct any beam-beam offset at the IP. A system that attempts

such a correction is described in the next chapter.



Chapter 3

The NLC IP Fast Feedback System

3.1 NLC Feedback Systems

Maintaining the nanometre-level collisions at the IP is vital to the success of the NLC.

While every attempt is made in the accelerator design to maximise the luminosity, through

various design refinements mentioned in the previous chapter, a number of factors can lead to

significant luminosity degradation, resulting primarily from the vibration of the linac across

a large frequency range. Since the vertical beam size at the IP is only 2.7 nm, this places

strict tolerances on the vertical motion of the various linac components. To compensate for

this luminosity loss, the NLC employs a number of different slow and fast feedback systems.

These feedback systems are each designed to address a different cause of luminosity loss and

cover a range of frequencies and operating conditions. In addition to the position feedback

systems described below, a number of other feedbacks are also utilised to control other

features of the beam e.g. beam energy and gun current: for details of these other feedbacks,

see [6] and [13]

3.1.1 Causes of Luminosity Loss

There are two main causes of luminosity loss, both of which are related to the alignment of

the accelerator [13]. The first of these is the relative motion of the two beams at the IP.

The luminosity loss as the result of a relative beam offset at the IP is shown in Fig. 3.1:

since σy = 2.7 nm for the NLC Stage I, this demonstrates that the accelerator is only 20%

productive for a relative beam-beam offset of just 30 nm. The cause of these offsets lies

in the transverse motion of the beam, as a result of the dynamic motion of the accelerator

components: this random beam motion is referred to as beam jitter. Luminosity degradation

also results from an increase in beam emittance caused by misalignments of the accelerating

structures. The wakefields created by the passage of a bunch train through a structure

(see Section 2.3.3) will apply a transverse kick to each bunch: this kick will cause an increase

in the beam spot size which cannot be removed and is called emittance dilution. While both

problems have essentially the same root cause, the prevention of emittance dilution will not

be dealt with here — for more information see [13].

45
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Figure 3.1: The simulated luminosity loss as a function of the relative beam offset at the IP
of the NLC [52].

UNK  tunnel
LE P  tunnel
Hiidenves i cave
HE R A tunnel 
S LAC  tunnel
S LAC  2am model
HE R A model
LE P  model
1/w

4

102

10-1

10-4

10-7

10-10

10-13

10-1 100

Frequency  (Hz)
101 102

M
ic

ro
n

**
2

/H
z
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The primary source of beam jitter is the motion of quadrupoles in the main linac and

the beam delivery system: this quadrupole motion accounts for more than half the beam

jitter seen at the IP [13]. The main cause of such quadrupole vibration is the natural ground

motion of the NLC site (water flow within the NLC structures and amplification of the

resulting vibration by the quad supports are also contributory). The power spectrum of

the ground motion measured in the SLC accelerator tunnel, as well as a number of other

accelerator sites, is shown in Fig. 3.2.

The noise due to ground motion is generally split into two types. Below 1 Hz, the

‘low-frequency’ motion, while of greater magnitude than higher frequency noise, is largely

correlated along the length of the linac; above this frequency, the magnitude of the ‘high-

frequency’ motion drops rapidly (see Fig. 3.2), but is no longer correlated along the linac.

As such, different techniques are required to remedy each type of noise. In addition to this

natural ground motion, man-made cultural noise will also cause random accelerator motion:

a number of the NLC designs have therefore attempted to site the accelerator away from

cultural centres [13].

The primary method of correcting the low-frequency noise is through beam-based steer-

ing feedback: this is described in the next section. Reducing the high-frequency motion

sensitivity of the accelerator is achieved by careful selection of the NLC site and through

optimising the design of the accelerator support structure [6]. Careful design of the RF gird-

ers and the quadrupole supports is required to prevent excess vibration, particularly due to

man-made sources within the accelerator (such as vibration from cooling systems) to reduce

the contribution to the high-frequency jitter.

3.1.2 Beam-Based Steering Feedback

Beam-based steering feedback is the most commonly utilised position feedback system. It is

used to maintain the optimum orbit by adjusting the beam trajectory at various points along

the linac. The beam orbit is monitored with a series of beam positions monitors (BPM’s

— see Section 4.1) mounted inside each of the quads. Pairs of dipole correctors along the

linac are then used to actively correct the orbit in response to the position measured by the

BPM’s. Beam-based steering feedback was originally employed at the SLC as a method of

correcting the low-frequency beam motion [53]. The system was a database-oriented design

that was used to control a variety of beam parameters, including the beam energy and

the beam intensity at the injector. A number of different algorithms were used during the

running of the SLC: the database driven design allowed the rapid implementation of new

feedback algorithms based on recorded beam data.

A similar system is envisaged for the NLC. With the machine repetition rate of the NLC

identical to that of the SLC at 120 Hz, the systems will have similar operating parameters.

The Nyquist frequency of such a system is therefore 60 Hz and allows correction of a large

quantity of the uncorrelated beam jitter below 60 Hz. Like the SLC, a number of feedback

algorithms are under investigation to implement this feedback system at the longer NLC

linac [13]. The SLC bunch train, however, was essentially just a single bunch, rather than

the 192 bunches of the NLC: as such, this steering feedback system is unable to make the
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higher frequency 714 MHz bunch-to-bunch corrections. A system capable of such high-speed

corrections is detailed in Section 3.2.

3.1.3 Active Stabilisation of the Final Doublet

While the steering feedback mentioned above is capable of providing sufficient beam stabil-

isation for frequencies below 1 Hz, it is unlikely to provide a great deal of correction for the

high-frequency noise above 1 Hz. While it is possible, through the precise engineering of

the beamline supports, to limit the high-frequency motion of the linac quads to less than

10 nm (considered acceptable for the NLC), this is insufficient for the quadrupoles in the

final doublet: as such, an additional reduction in the vertical motion of the final doublet by

a factor of 2 is required [13].

To reduce the motion of the final doublet, the use of highly compact and rigid permanent

magnets would minimise the cooling requirements which could cause excessive vibration.

Since the final quads are mounted within the detector, a support structure that is not

strongly coupled to the detector is envisaged, to reduce the vibration transmitted through

the detector, from ground motion or the detector itself. An optical anchor would then be

used to provide rapid feedback on the position variation of the final quad [6].

An inertial stabilisation system for the final doublet has also been proposed, to accom-

modate the extra stabilisation needed in conjunction with the above construction require-

ments [54]. The system is designed to actively adjust the position of the final quad to

provide the additional vertical stabilisation that is required. The magnet is mounted on

active piezoelectric actuators that allow the subtle adjustment of the quad position. A se-

ries of piezoelectric accelerometers is then used to measure the movement of the magnet in

the frequency range 1 < f < 120 Hz [54]. With a suitable algorithm that feeds back on

the measured accelerometer signals, the position variation of the final doublet can then be

compensated for by adjustment of the actuator supports. In this manner, it is possible to

provide sufficient stabilisation for the final doublet and limit the relative beam-beam offset

to better than 10σy [30].

3.1.4 Intra-pulse Fast Feedback

To supplement both the position feedback and the inertial stabilisation, a beam-based IP

feedback system is also required. While the feedback systems described above may provide

sufficient luminosity recovery, further reduction of the beam-beam offset can be provided by

an intra-train feedback system operating at the IP. The purpose of such a feedback system

is to measure the relative beam-beam offset by using the beam-beam deflection and apply a

correction within a single bunch train: such a system is described in detail in the remainder

of this chapter.

The TESLA design also makes use of an intra-pulse feedback system [55]: however, due

to the large differences in bunch structure the NLC requirements for such a system are con-

siderably more challenging. The 950 µs TESLA bunch train consists of 2820 bunches with a
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337 ns bunch spacing [5]. Such a large bunch spacing (by NLC standards) allows the imple-

mentation of a complex feedback system, based on a digital proportional integral controller,

that can correct both position and angle. The TESLA feedback system is essentially divided

into 3 stages: the first corrects bunch position and angle at the end of the linac; the second

is located in the TESLA chromatic correction section and removes IP angle offsets; and the

third is the IP position feedback that makes use of the beam-beam deflection, as described

above.

However, since the entire NLC bunch train length of 266 ns is shorter than the TESLA

bunch spacing, such a system becomes unusable at the NLC, primarily due to the absolute

premium that must be placed on speed of correction. Firstly, the digital electronics used at

TESLA are not fast enough to cope with the NLC requirements [56]: it is therefore necessary

to resort to analogue electronics to measure the beam position and apply a correction.

Secondly, in the TESLA system the correction is applied to the beam by fast kickers with a

rise time of 30 ns, which is much too slow for the NLC: this places extra constraints on the

NLC power electronics. Thirdly, the system does not have time to make complex corrections

based on a large number of measurements: it must be both simpler and more accurate than

the TESLA system. As such, intra-pulse feedback for the NLC is a good deal more difficult

than for TESLA. The system that has been proposed for the NLC is described in the next

section.

3.2 The IP Fast Feedback System

A solution for the NLC to the luminosity loss at the IP as a result of inter-train beam jitter

was proposed by Daniel Schulte [57]; an improved design with a simplified feedback algorithm

was put forward by Steve Smith [58], based upon the Schulte model. The Smith design,

incorporating a method for correcting the intra-pulse position jitter, is the one discussed here.

The system makes use of the large beam-beam deflection caused by the mutual attraction

of the two oppositely charged bunches, as discussed in Section 2.4.3. This beam-beam

deflection enhances the relative offset of the beams to such an extent (see Fig. 2.20, page 43)

that the resulting position offset, some metres downstream of the IP, can be measured with a

standard stripline BPM (see Section 4.1 for details of the BPM construction and operation).

It is predicted that, with a suitable choice of location for the BPM i.e. far enough from

the IP for the offset produced by the beam-beam interaction to dominate, the effect of any

absolute position offset at the IP will be negligible [56].

The aim is to make a very rapid measurement of the beam position of the outgoing beam

at some point downstream of the IP and, through a certain amount of electronic processing

of the measured beam position, redirect the other incoming beam such that the two beams

are brought into near-perfect collision at the IP. The key difference between this feedback

system and others that are proposed for use within the NLC (see Section 3.1) — and the

main reason for referring to it as ‘fast’ feedback — is that:

1. The position correction occurs within a single train, based upon the relative offset of

that train. Thus the overall latency of the system (i.e. beam flight time and electronic
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signal processing time; see footnote on page 54) must be considerably less than the

length of the bunch train (266 ns for the NLC). As such it is highly desirable that the

largest contribution to this latency comes from the flight times of the beams to the

measurement device and from the position correction device, and NOT the inherent

delays associated with the processing electronics.

2. The system is purely reactive, in the sense that the corrective procedure is a function

only of measured beam position, with no external information (such as ground motion)

incorporated into the corrective signal.

3. The system as is has no memory of what has occurred previously, other than within

the current bunch train: the correction is based purely on the offset measured for each

train.

It should be stated that the second and third points are true of the system design as it

currently stands. Due to the non-linearity of the beam-beam kick (see Section 2.4.3) there

have been a number of suggestions advocating the use of some active gain adjustment, such

as a look-up table, to set the gain of the system based upon the measured signal [59]. It

would also be possible to set the gain with some sort of feed-forward, using information on

beam motion from the damping rings or the final doublet. The disadvantage of setting the

gain electronically on a pulse-by-pulse basis is that it will add to the latency of the system;

this is the main reason for the purely reactive analogue design [56]. However, due to the

sensitivity of the luminosity recovery to the accurate setting of the overall gain of the system

(see Fig. 3.22, page 73), it may be that such an undesirable addition to the system latency

is a tolerable side effect of the enhanced system effectiveness.

The Smith design — the system intended for use in the final NLC design — for the IP

Fast Feedback system is detailed briefly in the remainder of this section.

3.2.1 IP Fast Feedback System Design

A schematic diagram for the Smith design for the IP Fast Feedback system (herein abbrevi-

ated to IPFB) is shown in Fig. 3.3; the design consists of a number of discrete components:

• A stripline BPM, tuned to the NLC bunch frequency of 714 MHz

• A BPM processor, incorporating a charge normalisation circuit

• A high speed kicker amplifier

• A parallel plate kicker

• A delay cable

The layout of the beam line components is shown in Fig. 3.4, within the suggested

geometry of the linear collider detector (LC-D). A BPM is situated some 4 m away from the
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Figure 3.3: Schematic diagram of the Steve Smith IP Fast Feedback System. The green
arrow indicates the incoming beam and the blue arrow the outgoing beam, as seen by the
IPFB system [60].

Figure 3.4: Schematic diagram of a preferred location for the beam line components used in
the Smith IPFB system within the suggested geometry of the NLC detector [52]. The scale
is shown on the bottom left.
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IP on the downstream side of one of the beams, with the intent of measuring the position of

this beam as it flies away from the IP. Having done so, the measured position is converted

into a voltage, by a series of filtering and normalising electronics, and passed to a power

amplifier. This amplifier provides the signal for the kicker, situated in a similar position to

the BPM but on the upstream side of the incoming beam. The kicker itself is intended to be

an electrostatic parallel plate design (see [58] for full details), that steers the beam through

a potential difference applied to the opposing plates (see Section 3.2.3).

3.2.2 BPM Signal Conditioning

The signal output of the BPM is not, on its own, in a suitable condition to be fed directly

to the kicker in order to steer the beam by the required amount. A series of conditioning

electronics converts the raw output of the BPM into a usable signal (see Section 3.3). The

latency of the BPM processor is predicted to be less than 3 ns (see Section 3.3 and [58]

for processor latency measurements). The last stage of these conditioning electronics is a

variable attenuator, used to correctly normalise the BPM signal. Since the raw signal from

the BPM (and the first stage of the BPM processor) is a function both of position and charge

(see Section 4.1), one must divide out the charge information before passing the signal onto

the kicker amplifier. A programmable attenuator is therefore used to divide by the charge

in the bunch. The charge information can be measured at a number of different places

throughout the whole accelerator, such as the damping rings; one would then have to ensure

that this charge signal could be transmitted to the IP well in advance of the arriving bunch

trains in order to program the attenuator in time. It would also be possible to average the

charge from previous bunch trains, measured either by the IPFB BPM or one of the beam

diagnostic systems situated within the damping rings or final focus.

In either case, the attenuator has the following operating conditions: it must be set (to

1/Q) before the beam arrives in order to correctly normalise each train, and it must take

less time than the repetition rate of the machine (8.3 ms for the NLC, with f = 120 Hz) to

program the attenuator. This method of charge normalisation is used because the electronic

process of division is a much slower operation than any of the addition or multiplication

operations that are otherwise required, so using a preprogrammed component gives a signif-

icant saving in system latency (cf. the discussion of the procedure used in the test system

in Section 5.3.1).

3.2.3 Kicker Amplifier and Feedback Loop

Having produced a normalised position signal in the above fashion, the signal is then passed,

via a variable gain, to a kicker amplifier that drives the kicker itself. The use of a separate

amplifier to drive the kicker, although at first glance adding to the latency of the system,

avoids a number of impedance matching problems that would arise if one tried coupling the

low power BPM processor electronics directly to the kicker (i.e. by amplifying the signal to

the sufficient level to drive the kicker within the BPM electronics) [56]. The variable gain

allows one to fine tune the corrective strength of the IPFB system as a whole: too weak a
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signal and the incoming beam is not steered close enough to the opposite beam; too strong

a signal and the incoming beam is oversteered, causing the system to oscillate (see IPFB

simulations in Section 3.4). The rise time of the kicker and amplifier is predicted to be the

dominant factor in the system latency and is around 5 ns for the specifications given in [58].

Using a parallel plate approximation, the electric field E within the kicker, with gap

width w, length L and a potential difference between the plates V , can be given as:

E =
V

w
(3.1)

The force, F , on each particle with elementary charge q is:

F = qE =
qV

w
(3.2)

Since F = dp
dt

= ∆p
∆t

, for a particle travelling with a velocity of approximately c the angular

kick Θ applied to the particles trajectory (using the small angle approximation) is therefore:

Θ =
∆p

p
=
F∆t

p
=
FL

pc
=
qV L

pwc
(3.3)

This implies that, for the NLC beam energy of 250 GeV, a kicker with a plate separation

of 12 mm and length of 750 mm applies a beam deflection of ∼0.25 nr/V. For a kicker located

4 m upstream of the IP and a relative vertical beam offset of 10σy (where σy = 2.7 nm for

the current NLC parameter set), the required kicker strength is 27 V. For a characteristic

kicker impedance of 50 Ω, this corresponds to a peak power of 10 W, a modest power output

for a standard solid state amplifier. The amount of kick required for a large correction is

therefore easily achievable without resorting to outlandish electronics [56]. The EM-field

within such a kicker is shown in Fig. 3.5.

However, simply steering the beam in response to a measured position does not in itself

constitute a feedback system. With the system as currently described, the effect of the

measurement and correction procedure would last only for as long as the latency of the

whole system: the BPM would read a position offset on the outgoing beam, pass a (suitably

scaled) signal to the kicker, which would then apply a corrective kick to the incoming beam.

If the system were operating perfectly, the beams would collide directly head-on with one

another, resulting in the outgoing beams experiencing no beam-beam deflection at the IP

and setting the signal at the BPM to zero. As a result, after a single latency period the

kicker would no longer be provided with an input, the beam would no longer be kicked and

the system would be back to square one.

In order for an effective correction to be made to the train as a whole, a delay loop is

introduced between the input of the kicker amplifier and the output of the BPM electronics,

and is summed with the output of the normalised BPM signal. The purpose of the delay

loop is to provide the feedback system with a (short-lived) memory: the length of the delay
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Figure 3.5: Simulation of EM-field within a parallel plate kicker [60]. Note the uniformity
and direction of the field at the centre of the kicker.

is set to equal the latency1 of the entire IPFB system. As such, once the BPM measures

the result of the first correction to the bunch train i.e. sees the beam come back towards a

head-on collision (by inference of the reduced beam-beam kick), therefore reducing the signal

provided to the kicker, the delay loop acts to add in the previous BPM measurement, allowing

the system to retain the correction that it had made previously. In this way, the corrective

procedure becomes an iterative process, with smaller and smaller corrections being made

to the incoming beam with each successive measurement (see Section 3.4 for simulations

demonstrating this iterative procedure).

There are two possibilities for the signal to be used as the input to the delay loop: one

can either use the input to the kicker amplifier or take the output of the amplifier and use an

adjustable attenuator to drop the output voltage to the correct level. By choosing to take

the output of the kicker amplifier, one compensates for any nonlinear behaviour on the part

of the amplifier by recording (i.e. passing through the delay loop) the exact signal that was

applied to the beam. However, using this signal can be disadvantageous, since a large droop

on the amplifier output would go unnoticed by the system as a whole: the reduced kicker

output and increased beam deflection (since the beam is no longer being steered directly into

collision) would cancel one another out. Which choice of signal input holds the advantage is

not yet clear [30].

1The latency of the system is defined as the combined flight time of the incoming beam to the kicker and
the outgoing beam to the BPM, plus the signal propagation delay through the IPFB electronics. In other
words, the time it takes for the BPM to measure an offset, pass a signal to the kicker, have the kicker correct
the beam and finally see the results of this correction. This is predicted to be on the order of 30 ns for the
real system: 2 × 12 ns time-of-flight from IP to the IPFB system (situated ∼4 m from the IP), plus 6 ns
processing time [58].
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Finally the IPFB system includes a reset for the delay loop. This reset is in the form

of a gate or switch that controls the signal passing through the delay loop. The reason for

such a gate is that, while there is no beam present, any noise inherent in the system will be

amplified through repeated trips around the delay loop. The effect of this continuous signal

addition is considerable, since the latency time (∼30 ns) is around 6 orders of magnitude

shorter than the time between successive bunch trains (8.3 ms). One also has the problem

that, once a bunch train has gone past, the corrective signal for that bunch train will remain

running around the delay loop indefinitely, causing no small problem for any later attempt

at an accurate correction. Therefore the delay loop is disconnected by opening the switch

between bunch trains to prevent such signal build up, then closed again just before the

arrival of the next bunch train.

3.3 The IPFB BPM Signal Processor

As stated earlier, the raw signal that the BPM produces is not in a state that is usable

by the rest of the IPFB system. A full description of the response and signal output of a

stripline BPM is given in Section 4.1.2; suffice it to say that the response of a stripline (such

as the one proposed for use in the IPFB system) to a single bunch is approximately two

delta functions, one the reflection of the other, as shown in Fig. 3.6. The initial signal is

induced on the pickup as the beam passes the front of the stripline; the reflection comes from

the free, unterminated end of the stripline. In order to get a sharp peak in frequency space

corresponding to a bunched beam, one sets the stripline length at a quarter of the bunch

spacing: for the NLC bunch spacing of 1.4 ns, this is 10.5 cm, assuming signals travelling at

c (for more details see Section 4.1).

The task of the BPM processor is to translate this signal of spikes into a recognisable

approximation of beam position that can be passed to the kicker amplifier and used to drive

the kicker. To transfer a waveform such as that seen in Fig. 3.6 directly to the kicker would

not only be disastrous for any kicker amplifier that was attempting to charge and discharge

a kicker with a such a pulse, but practically impossible from a timing point of view: the

positive spike from the BPM signal — around 40 ps in length — must be aligned not only

with its partner on the opposite strip for correct cancellation, but the resulting signal must

also align with picosecond precision to the arrival of the incoming bunch. The usual tactic

is to convert the signal into an approximately DC signal in a three stage process:

1. Filter the raw signal, with a band-pass filter, at the bunching frequency (714 MHz for

the NLC).

2. Mix the signal, using an RF mixer, with a correctly phased reference input at the

bunching frequency.

3. Filter the mixed signal, through a low-pass filter, to remove the unwanted high fre-

quency components (those around or above the bunching frequency).
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Figure 3.6: The output of a single pickup in a stripline BPM in response to the first 6
bunches of a bunch train. The spacing of the initial spike and its reflection corresponds to
twice the length of the strip, in this case 0.7 ns.

The commonly used phrase for this shift in frequency, in which the dominant high fre-

quency components are replaced by a DC component through the use of a mixer (with a

reference frequency equal to the input frequency) and a low-pass filter, is downmixing to

baseband2. The block diagram for the BPM processor, using this filtering method, is shown

in Fig. 3.7.

(T - B)

Top BPM
stripline

Bottom BPM
stripline

714 MHz LO

Mixer

BPM
Band-pass filter
Fc = 714 MHz
BW = 360 MHz

Beam
Charge

Low-pass filter
Fc = 200 MHz

Programmable
Attenuator

Kicker
Drive Out

LO

RF IF

Figure 3.7: Block diagram for the IPFB BPM processor; refer to the main text and [58] for
full details.

Even after this downmixing process, the signal would be of no use to the feedback system,

since one cannot recover a position measurement from a single stripline. The usual method

is to divide the difference of the signals on two opposing striplines by the sum of their signals:

this processing scheme is called difference-over-sum, or ∆/Σ (see Section 4.1). In the case

of a vertical beam position measurement y, using an upper stripline T and a lower stripline

2Baseband is the frequency space enthusiast’s term for a signal that tends towards DC, or a signal with
a dominant component at zero Hertz.
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B, on opposite sides of the beam pipe to one another, the position is given by:

y =
∆

Σ
=
T −B

T +B
(3.4)

which gives an approximately linear response for a beam close to the centre of the BPM [61].

This method of difference over sum has the key property that any charge information is

removed from the position measurement. Since the signal on a BPM stripline is a convolution

of position and charge i.e. the output signal is a function both of the proximity of the bunch

to the strip, and the number of charge carriers within the bunch, it is necessary to remove

the charge information before making a position measurement. However, the disadvantage

of doing such a calculation is that, while addition, subtraction and multiplication can be

carried out at high speed with relatively simple electronic components, the same is not true

of division [30]. As such, a programmable attenuator is used in the Smith IPFB system in

place of the division in Eq. (3.4) to attenuate the signal by a factor of Q ≈ T +B.

If the difference over sum method is chosen for measuring beam position, it is possible to

carry out the T−B subtraction either before or after the necessary filtering mentioned at the

start of this section. In either case, whether one downmixes and subtracts, or subtracts then

downmixes, the filtering and mixing process is the same. Details of this signal processing

scheme are now given.

3.3.1 Passive Filtering: High, Low and Band-Pass Filters

inV

CZ

RZ

outV

(a) High-pass filter circuit (b) Circuit frequency response

Figure 3.8: Circuit arrangement and frequency response for a high-pass filter. The ratio
Vout/Vin is given as a function of frequency and is shown for values R = 50 Ω and C =
5000 pF.

The first stage of the IPFB is a band-pass filter, used to convert the stripline signal (as

shown in Fig. 3.6) into a more easily processable signal with a strong central frequency.

All filtering of this nature (including the low-pass filter that constitutes the third processor
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component) essentially takes advantage of the frequency dependent impedance of a capacitor,

whose impedance ZC = −j/ωC, and an inductor, with impedance ZL = jωL [62]. The

simplest filter circuits consist of a single resistor and capacitor (the impedance of a resistor

is just ZR = R): an example high-pass filter circuit is shown in Fig. 3.8(a). Treating the

circuit as a potential divider, the current I flowing through such a circuit, as a function of

the input voltage Vin and the component impedances, is given by:

I =
Vin

ZR + ZC

=
Vin

R− (j/ωC)
=
Vin[R + (j/ωC)]

R2 + 1/ω2C2
(3.5)

where the angular frequency ω = 2πf and f is the frequency of the incoming signal. The

output voltage Vout as a function of Vin is therefore the voltage drop across the resistor:

Vout = IZR =
VinR[R + (j/ωC)]

R2 + 1/ω2C2
(3.6)

The amplitude (i.e. the real voltage, without consideration of the complex phase) of this

equation is given by:

|Vout| = (VoutV
∗
out)

1/2 =
VinR

[R2 + (1/ω2C2)]1/2
(3.7)

where V ∗
out is the complex conjugate of Vout. The ratio Vout/Vin is therefore:

∣∣∣∣Vout

Vin

∣∣∣∣ =
R

[R2 + (1/ω2C2)]1/2
(3.8)

Eq. (3.8) gives the filtering characteristic of the simple circuit shown in Fig. 3.8(a); note

that this filtering behaviour increases asymptotically towards Vout/Vin = 1. The frequency

response of the circuit is shown in Fig. 3.8(b).

A similar argument follows for a low-pass filter: the circuit diagram is shown in Fig. 3.9(a).

In this case, the current has the same form as Eq. (3.5), but on this occasion it is obtained

by examining the voltage drop across the capacitor, giving:

Vout = IZC =
Vin

jωC[R− (j/ωC)]
=

Vin

1 + jωRC
(3.9)

Again taking the amplitude (by multiplying by V ∗
out), the ratio Vout/Vin is now:

∣∣∣∣Vout

Vin

∣∣∣∣ =
1

[1 + ω2R2C2]1/2
(3.10)

In this case the frequency response now tends towards zero, as shown in Fig. 3.9(b). Note

that at zero frequency (DC) all of the signal is passed without loss; at infinite frequency, all



3.3 The IPFB BPM Signal Processor 59

inV

CZ
RZ

outV

(a) Low-pass filter circuit (b) Circuit frequency response

Figure 3.9: Circuit arrangement and frequency response for a low-pass filter. The ratio
Vout/Vin is given as a function of frequency and is shown for valuesR = 50 Ω and C = 0.01 µF.

of the signal passes through the capacitor to ground. This is the opposite behaviour to the

high-pass filter described above.

Having designed a filter to pass a certain frequency range, it is now possible to construct

simple band-pass and band-reject filters with combinations of the above circuitry. A band-

pass filter can be assembled with a low-pass and high-pass filter in series, ensuring that the

frequency ranges overlap. A band-reject filter is the opposite: a low-pass and high-pass filter

in parallel with very little frequency overlap. More complex filters exist that take advantage

of the frequency characteristics of both capacitors and inductors [62]. For a band-pass filter

this provides a sharper rolloff on either side of and flatter frequency response within the

desired frequency range. One such band-pass filter is used in the first stage of the IPFB

BPM processor: the Smith design uses a four-pole Bessel filter centred at 714 MHz, with a

bandwidth of 360 MHz. A Bessel filter is chosen for its maximally flat time delay within the

frequency range that it passes (the passband); the number of poles indicates the sharpness of

the rolloff of the frequency response of the filter from passband to stopband (the frequency

range rejected by the filter)3.

The purpose of this first stage filter is to convert the impulse response of the stripline

to each bunch into a sine wave whose peaks maintain the magnitude information contained

within the original pulses. Since the stripline BPM has a peak in frequency response at

714 MHz, and at odd harmonics thereof, selecting a band-pass filter with a central frequency

at 714 MHz ensures that all such information is maintained with the filtered signal. The

reasons for choosing a relatively wide bandwidth of 360 MHz are twofold: firstly all higher

harmonics are rejected, ensuring a clean signal, and secondly the larger bandwidth gives the

filter a faster response, decreasing the rise time of this first stage [56]. The effect of the filter

on the raw BPM signal is shown in Fig. 3.10.

3Other such active filters include the Chebyshev (fast rolloff from passband to stopband) and Butterworth
(maximum flatness of frequency within the passband) [62].
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Figure 3.10: The output of a single BPM pickup after filtering with a band-pass filter centred
at 714 MHz with a 360 MHz bandwidth. The raw signal is shown in black, with the filtered
signal shown in blue.

Having produced this modulated sine wave output, it is now necessary to convert this

signal into an entirely positive (or negative, depending on the direction of deflection) signal

in order to provide the kicker with a suitable signal for steering the beam. This is the job of

the RF mixer, the second component of the IPFB BPM processor.

3.3.2 RF Mixers and Downmixing the BPM Signal

An RF mixer is essentially a device that, given two RF signal inputs, provides at its output a

signal that is a linear combination of the sum and difference of the two input frequencies [62].

This is achieved by multiplying the two input signals, since the product of two frequencies,

ω1 and ω2, gives the sum and difference frequencies:

cosω1t cosω2t = 1/2cos(ω1 + ω2)t+ 1/2cos(ω1 − ω2)t (3.11)

To make use of such multiplicative behaviour, a mixer must use devices that have nonlin-

ear current-voltage relationships [63]: such a device is a Schottky-barrier diode, in which the

current flowing through the device depends exponentially on the voltage, giving the required

nonlinear behaviour (Schottky diodes are also chosen for their small forward voltage drop,

increasing the efficiency of the circuit [64]). Most mixers are based on diode networks of some

description [65]; the schematic diagram for a double-balanced diode-based mixer is shown in

Fig. 3.11. A mixer has three ports: a RadioFrequency input (RF), a Local Oscillator input
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(LO) and an Intermediate Frequency output (IF)4. The source signal — in the case of the

IPFB system, the band-pass filtered BPM signal — is input into the RF port. The LO port

is used for the multiplying signal and is normally a single CW (continuous wave) frequency.

The sum and difference frequencies resulting from the signal multiplication are output from

the IF port.

RF

IF

LO

Figure 3.11: Circuit diagram for a double-balanced mixer featuring a standard 4 diode
network (adapted from [66]). The LO and RF transformers provide improved isolation for
each of the mixer ports.

One can see how this is achieved using the mixer circuit diagram shown in Fig. 3.11.

Using this diode arrangement, each diode is switched on in turn as it is driven by both the

RF and LO signals5. The act of driving the RF and LO signals through the diode produces

the desired multiplication (plus other intermodulation frequencies), resulting in the sum and

difference signals appearing at the IF port.

Key to effective mixer operation is the removal of all unwanted intermodulation products.

These are intermediate frequencies — such as 2ω1 − ω2 or 5ω1 − 3ω2 — that are produced

through the nonlinear summing of the two input frequencies, and result in extra, unwanted

frequencies appearing at the output, in addition to the desired sum and difference frequencies.

To aid the removal of intermodulation frequencies, a filter is normally used on the IF output

to select the desired frequency range of the output (i.e. low-pass filtering the signal to

select the difference frequency, or high-pass filtering to select the sum frequency). It is also

necessary to prevent signals from ‘leaking’ through to the other ports: this is known as port

isolation. A high degree of port isolation prevents either of the two fundamental frequencies

(RF and LO) from appearing at the IF port, as well as helping to reduce the intermodulation

products [63]. In addition, an effective mixer requires a small conversion loss: this is the

reduction in power from RF to IF signal as a result of the mixing process [66].

The effect of the mixer on the band-pass filtered signal can be seen in Fig. 3.12. The

blue signal shows the band-pass filtered BPM signal as before; the red signal is the IF signal

4When driven as a modulator i.e. when upconverting a signal to a high frequency and making use of the
ω1 + ω2 frequency, the input signal to be modulated is normally input into the IF port, with the resulting
high frequency signal coming from the RF port; the LO remains unchanged.

5Other mixer types include single-balanced — consisting of a pair of diodes — and single-ended, with
just a single diode. As the mixer layout increases in complexity, there is a corresponding improvement in
port isolation and reduction in intermodulation products [63].



3.3 The IPFB BPM Signal Processor 62

Figure 3.12: The output of a single BPM pickup after filtering with a 714 MHz band-pass
filter (blue) and mixing with a 714 MHz reference signal (red). Note that the mixed signal
is twice the frequency but half the amplitude of the original band-pass filtered signal, with
an additional DC offset (the dashed line indicates the DC offset).

produced by the mixer. The mixer uses the filtered BPM signal (an amplitude-modulated

714 MHz signal as shown in Fig. 3.10) for its RF input; the LO signal is provided by the

accelerator reference system and is a CW 714 MHz signal. The resulting IF signal is the

superposition of the sum and difference signals following the multiplication rule in Eq. (3.11):

a 1428 MHz sine wave, of half the amplitude of the original 714 MHz signal, added to a DC

signal, again with half the amplitude.

The final stage in the IPFB BPM processor is to low-pass filter the signal. The filter

specified in the Smith design is a four-pole low-pass Bessel filter, with a cutoff frequency at

200 MHz (see comments on active filters in Section 3.3.1). This removes the high frequency

component — the sum signal, at 1428 MHz — leaving only the DC difference signal. Down-

mixing a signal to baseband is therefore just this process: mixing a signal with the correct

LO frequency (i.e. a frequency very close to the RF signal) to produce a difference signal

that is close to baseband (DC), then using a low-pass filter to remove the high frequency

component. The resulting signal is shown in Fig. 3.13: the black, blue and red signals are as

before, with the resulting downmixed signal shown in green. Close inspection of this signal

shows a very slight 1428 MHz modulation present superimposed upon the downmixed BPM

signal. The BPM signal that results from this three stage processor is now a DC signal that is

proportional to both position and charge. It is now in suitable condition to be passed to the

programmable attenuator for the final stage of processing (removal of charge information)

before being used to drive the kicker amplifier.
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Figure 3.13: The output of a single BPM pickup after downmixing to baseband. The raw
signal (black) is band-pass filtered at 714 MHz (blue), mixed with a 714 MHz reference
signal (red) and low-pass filtered at 200 MHz (green). These figures were generated using
the simulation detailed in Section 3.4.

3.3.3 BPM Processor Bench Tests

Using the components specified in the Smith IPFB design and the previous section, bench

tests were carried out, with Steve Smith, on the BPM processor [67]. It was not possible

within these tests to truly simulate the response of a stripline BPM (Fig. 3.6). A sine wave

generator was therefore used to simulate the band-pass filtered BPM signal at 714 MHz, in an

attempt to replicate the signal shown in Fig. 3.10. The filtered BPM signal is approximately

a 266 ns long RF burst (replicating the true NLC bunch length of 266 ns) at 714 MHz, with

an appropriate rise and fall time of approximately 3 ns (simulating the response time of the

band-pass filter).

The block diagram for the BPM processor tests is shown in Fig. 3.14. Three signal

generators were used to simulate this bunch train signal. An Agilent 8648D synthesized

signal generator was used to produce the 714 MHz CW output for the mixer LO input.

A Rhode & Schwartz SMT03 signal generator was used to simulate the actual band pass

filtered BPM signal i.e. the mock bunch train signal, using a modulated 266 ns 714 MHz

pulse (Fig. 3.15(b)). This square pulse modulation for the SMT03 was provided by an SRS

DG535 square pulse generator (Fig. 3.15(a)). The DG535 square pulse also had a measured

rise time of ∼3 ns, providing the necessary rise and fall time for the RF signal from the

SMT03 (Fig. 3.15(c)). The SMT03 was phase locked to the 8648D with a 10 MHz reference

pulse. The phase locking of these 2 units was not exact, leading to a certain amount of jitter

on the resultant mixer IF output. The bunch train produced by the SMT03 was used as the
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Mixer
Low-pass filter
Fc = 200 MHz10 MHz Ref.

SRS DG535
square pulse

Downmixed
Signal Out

Agilent 8648D
714 MHz CW

LO

RF

IF

Rhode & Schwartz SMT03
714 MHz modulated pulse

Figure 3.14: Block diagram for the IPFB BPM processor tests, showing the various signal
paths used to simulate the BPM bunch train signal.

mixer RF input.

Two Mini-Circuits mixers were used for the test: a low power ZFM-2000 (requiring a

+7 dBm LO input with a max. RF input of +1 dBm) and a high power ZP-5MH (+13 dBm

LO, +9 dBm max. RF). The higher power mixer was predicted to have a faster rise time.

For both mixer tests, a Mini-Circuits SBLP-200 low-pass filter, with a cutoff frequency of

200 MHz, made up the third processor stage. The response of the two mixers is shown

in Fig. 3.16. The first obvious feature to note is that both processors replicate the bunch

train signal, performing exactly as predicted by the simulation shown in Fig. 3.13. The

rise times of the two mixers are also different: the 10-90% time for the high power mixer

(Fig. 3.16(c)) is around a nanosecond faster, at 2 ns, than the low power mixer (Fig. 3.16(b)),

with each using the same low-pass filter on the IF output. The delay time between input

and output was the same for both mixers at ∼2ns.

However, the output of the high power mixer is not as smooth as that of the low power

version: there is an extra artifact that appears on the leading edge of the pulse (Fig. 3.16(c))

that is not present on either the original pulse (the blue trace in Fig. 3.16(a)) or the low

power mixer output. The signal oscillation that appears on the two traces in Fig. 3.16(a)

is not a feature of the processor circuit but a result of crosstalk between the SMT03 pulse

generator and the oscilloscope inputs used to record the signals (cf. Fig. 3.16(b)). The timing

jitter that appears on the pulses is due to the lack of phase reference between the DG535

square wave generator and the SMT03.

In summary, the lower power mixer (ZP-5MH) is recommended for use in the IPFB BPM

processor. It is on the order of 1 ns slower to rise than the ZFM-2000, but has a cleaner

frequency response, showing no leading edge ripple (which appears with the ZFM-2000)

while still replicating the envelope of the BPM signal. It has the added advantage of being

cheaper.
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(a) DG535 square pulse trigger (b) SMT03 simulated bunch train

(c) Bunch train leading edge

Figure 3.15: Simulated bunch train used for IPFB BPM processor tests. Note the small
overshoots that appear on the edges of the pulse in (a) and the rise time of the leading edge
of the bunch train shown in (c) of ∼3 ns.



3.3 The IPFB BPM Signal Processor 66

(a) ZFM-2000 downmixed pulse (cyan) and bunch
train signal (blue)

(b) ZFM-2000 downmixed pulse leading edge (c) ZP-5MH downmixed pulse leading edge

Figure 3.16: Simulated bunch train response for low and high power mixers (100 pulses
overlaid). (a) shows the simulated bunch train (blue) and processor output (cyan) for the
ZFM-2000 low power mixer: the processor output is scaled up by 2.5 times to match the
bunch train. The leading edge of the processor output is shown in (b): the equivalent plot
for the ZP-5MH high power mixer is shown in (c).
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Beam parameter Simulation value
Train length 250 ns

Bunch spacing 1.4 ns
IP-BPM flight time 6.6 ns
Round-trip delay 21.8 ns
Beam-beam offset 15 nm

Beam-beam deflection 2.5 µrads/nm
Kicker fill time 3 ns

2.4× 10−4

Kicker gain (Arb. units) 1.2× 10−4

3.2× 10−4

Table 3.1: Initial values for various parameters used in the Simulink simulation of the IPFB
system. 3 different values of kicker gain were used to illustrate the gain dependence of the
system.

3.4 Simulation of the IPFB

As proof of the corrective capability of the IPFB system, extensive simulations have been

carried out independently by Steve Smith [58] and Glen White [68]. The IPFB system was

modelled in the Matlab subsidiary package Simulink, allowing accurate simulation of each

of the electronic components utilised. The Simulink block diagram for the simulation is

shown in Fig. 3.17. Included in the simulation were the various system transport delays

(beam flight times and electronic component signal delays), basic modelling of the beam-

beam interaction, the stripline BPM response to a bunched beam and the fill time and signal

response of the kicker. Fig. 3.13 shows the simulated response of the BPM and the BPM

processor in Simulink to a bunched beam at 714 MHz.

The simulation was initially set up with a relative beam offset of 15 nm: this is ∼5σy.

The initial parameters are summarised in Table 3.16. Three different kicker gains were used

to measure the gain dependence of the IPFB system. The simulated effect of the IPFB

system with a 15 nm beam offset is shown in Fig. 3.18. After a single round trip the IPFB

system has corrected the lower beam (blue) and steered it towards the higher beam (red),

bringing the two back into collision. After another latency period the IPFB system makes

a further correction: this occurs at ∼55 ns. The ripple that occurs in the beam position at

this point is a result of the delay loop signal rising as the BPM output falls: this can be seen

more clearly in Fig. 3.19.

The signal levels within the IPFB system for the first 70 ns of the train are shown

in Fig. 3.19(a); the full train is shown in Fig. 3.19(b). As the beam reaches the IPFB

BPM, a corresponding offset is measured in the BPM after 8 ns (blue signal). This beam

signal is downmixed to baseband by the BPM processor which shows a corresponding rise

at 10 ns (red signal). This signal is fed into the kicker amplifier, which initially tracks

6An IP-BPM flight time of 6.6 ns corresponds to the IPFB system being ∼2 m downstream of the IP.
This is unlikely to be the true location, since it places the IPFB system well within the detector; however,
it does not affect the principle of operation of the system.
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Figure 3.18: Simulated beam position at the IP using corrective intra-pulse fast feedback for
an initial offset of 15 nm (∼5σy) and kicker gain 2.4× 10−4.

the BPM processor signal (magenta signal). After a single latency period of ∼22 ns, the

incoming beam has been corrected almost perfectly, leaving only a small beam-beam offset

and resulting deflection, meaning that only a small signal is now registered at the IPFB BPM

after 35 ns. At this point, the signal from the delay loop arrives (black), compensating for

the falling BPM signal and keeping the kicker amplifier output at the correct level. The small

residual signal from the BPM makes a small correction to the signal from the delay loop,

adjusting the beam position with a small correction. The whole process then repeats, with

a smaller correction applied from the BPM signal on each successive pass around the delay

loop: the small wrinkle in the delay loop signal can be seen at 57 ns, with a corresponding

deviation in the kicker signal. Once the incoming beam has been steered to such an extent

that the beams are colliding head-on, the BPM processor will no longer produce a position

signal, leaving the correct signal now running round the delay loop and being output into

the kicker: this can be seen at ∼70 ns.

Two other simulations, with different kicker gains are shown in Figs. 3.20 and 3.21.

Within the simulation there are a number of different gains that control the relative signal

levels of each of the different parts of the electronics. One of these gains controls the signal

strength that is output by the kicker amplifier to drive the kicker. Setting this gain too

low causes the IPFB system to undercorrect the incoming beam, meaning that a further

significant correction has to be applied. In this scenario (Fig. 3.20) the system takes longer

to close the delay loop, resulting in a less rapid luminosity recovery. Fig. 3.20(b) shows

this clearly: instead of coming close to zero with a first pass around the loop at 35 ns, the

correction is not large enough, meaning that the system needs several passes before the beam

is properly corrected.
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(a) IPFB system response - first 70 ns

(b) IPFB system response - full train

Figure 3.19: IPFB system response for a 15 nm beam offset. The four signals are: beam
position as measured at the BPM (blue); BPM processor output (red); delay loop output
(black); signal input to kicker driver (magenta). Plot (a) shows the first 70 ns, with the
complete train shown in (b).
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(a) IP beam position (b) IPFB system response

Figure 3.20: Simulated beam position at the IP, and IPFB system response, for a 15 nm
beam offset with low kicker gain. Note that the system takes several latency periods to fully
correct the beam misalignment.

(a) IP beam position (b) IPFB system response

Figure 3.21: Simulated beam position at the IP, and IPFB system response, for a 15 nm
beam offset with high kicker gain. As before, the system takes several latency periods to
fully correct the beam misalignment, but almost sends the system into oscillation. Higher
kicker gain causes the system to oscillate wildly.
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On the other hand, setting the kicker gain too high also results in a longer time to recover a

head-on collision, but for the opposite reason (Fig. 3.21). The overly strong correction causes

the incoming beam to overshoot, missing its intended target. The IPFB system has to make

a negative correction and steer the beam in the opposite direction (or, more accurately,

less far in the same direction), resulting in the system going into oscillation. Fig. 3.21(b)

shows this signal oscillation: at 35 ns the BPM processor signal overshoots beyond zero,

since the beam has been overcorrected, and the successive passes around the loop repeat

this behaviour. Since the gain is set only slightly too high, this oscillation damps out with

successive passes around the delay loop; however, for very high gain settings, the system can

oscillate continuously and even make the situation worse, as the beam is steered further and

further from a head-on collision with each successive correction.

The simulations detailed above are incomplete, however, since only a linear model is

used for the beam-beam interaction (linear relationship between beam-beam offset and kick

strength). Detailed examinations of the effect of the IPFB feedback gain have been carried

out by Glen White, using GUINEA-PIG to accurately model the effects of the beam-beam

interaction [68]. The effect of the IPFB system on the luminosity of the NLC for different

feedback gains is shown in Fig. 3.22. These simulations demonstrate the effectiveness of

the IPFB system in correcting a relative beam-beam offset and the ability of the system to

correct such an offset well within a single bunch train.

More detailed simulations, also undertaken by Glen White, indicate that for random

(Gaussian) noise on the bunch position within a train, the IPFB system does not improve

the luminosity [68]. In fact, for random bunch-to-bunch jitter, the feedback system actually

makes the situation worse. However, given the sources of such beam jitter, the evidence

presented by these simulations indicates that the IPFB system makes a valuable correction

to the relative offset between the two bunch trains and recovers a significant amount of

luminosity that other feedback systems are unable to correct for (see Section 3.1).

3.5 IPFB System Beam Test Implementation

Having demonstrated the intended IPFB system operation and its effect in luminosity re-

covery, a full system beamline test was proposed. Such a test was deemed necessary in order

to measure the behaviour of the IPFB system in areas that the simulation was unable to

accurately model, such as the interaction of the beamline components with the beam itself.

Two possible locations for such a test were suggested: Sector 2 of the SLAC SLC accelerator

and an unused region of the test accelerator for the Next Linear Collider, the NLCTA (also

based at SLAC).

3.5.1 The SLC and Sector 2

An overhead view of the SLC is shown in Fig. 3.23. The section of the accelerator that was

originally considered for use by an IPFB beam test is Sector 2, towards the front end of the

linac. The start of Sector 2 encompasses the region of the linac either side of the Damping
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Figure 3.22: The luminosity loss as a function of relative beam-beam offset and feedback gain
for the IPFB system (1σy ≈ 2.7 nm) [52]. Note that for large kicker gains the system is unable
to recover any luminosity, as the large gain forces it to oscillate wildly (cf. Fig. 3.21). There
are also “trenches” that appear in the luminosity loss: these correspond to the occasions
where the gain happens to have been set perfectly and the system is able to make a rapid
luminosity recovery with an integer number of passes around the delay loop; the deepest
trench, extending furthest to the right in (b), corresponds to a single latency period.
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Figure 3.23: Overhead view of the SLAC Linear Collider, showing the location of the linac,
damping rings, electron and positron storage rings and the various experiments [69]. Sector
2 is the section of the linac between the entry and exit points of the damping rings on the
left of the picture.

Beam parameter Short train Long train
Train length 100 ns 300 ns

Bunches per train 286 857
Repetition Rate 30 Hz 120 Hz

Particles per train 2× 1011 6× 1011

Particles per bunch 6× 108

Beam energy 1.2 GeV
Bunching frequency 2856 MHz

Bunch spacing 0.35 ns
Spot size (σx, σy) 100 µm

Beam jitter (σx, σy) 10-20 µm

Table 3.2: Beam parameters for the SLC at Sector 2 for beam delivered to E158 [72].

Rings, referred to as the Damping Ring Injection Point (DRIP). A blow-up of 12 m of the

first section of the linac at Sector 2 is shown in Fig. 3.24. The DRIP covers approximately

the first 8 m of Sector 2, up to the start of the schematic. The region downstream of the

DRIP — the ASSET (Accelerator Structure SETup) region — is currently occupied by the

Collimator Wakefield experiment (for details, see [70] and related material, such as [71]).

The beam parameters for the SLC in the region of Sector 2 are summarised in Table 3.2.

The fixed target experiments (based historically within both SLAC End Stations, but now

housed only within End Station A) make use of very different beams to that of the colliding

beam experiments (such as BaBar and SLD): the current fixed-target experiment is E158. In

an experiment designed to measure the electro-weak mixing angle through Møller scattering,

E158 will direct a beam of longitudinally polarised electrons onto a hydrogen target housed

within End Station A (see [74] for full details). To maximise the event rate, the electron

beam is initially intended to be a 100 ns CW beam of 6× 108 particles per bunch, rising to

a 300 ns long beam for a second series of data runs. An IPFB beam test would make use

of the short bunch spacing (0.35 ns) and NLC-like train length (100-300 ns) to simulate the
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conditions that exist for the real IPFB system. It was also suggested that a subharmonic

buncher could be used within the SLC injector with a bunching frequency 1/16th of the

standard bunching frequency (2856 MHz), giving a 5.6 ns bunch spacing [72].

The intention was to install a series of fast kickers into the ASSET region of Sector 2

around the wakefield box used for the collimator wakefield experiments. A first magnet would

steer the beam off-centre, simulating a beam-beam kick. This position offset would then be

registered by one of the existing BPM’s within Sector 2, which would be commandeered for

the use of this beam test. Upon measuring the beam position, an appropriately-modified7

version of the real IPFB system would process the beam signal and feed it back upstream to

a second corrective magnet, such as the parallel plate kicker described in Section 3.2.3. The

iterative process of correction would then continue as with the true IPFB system, by setting

the normalised signal coming from the BPM to zero.

However, a number of problems became apparent with trying to install an IPFB test

setup within Sector 2. Firstly, the schedule for installation within the linac would allow

access only once every few months. Given this severe limitation on the number of allowed

accesses, it was also unclear where the electronics and data acquisition systems would reside.

Any failure, fabrication error or design oversight of the feedback electronics would require

a delay of up to 6 months before it could be removed or modified, if it were to sit in

the accelerator tunnel. However, placing the electronics outside the tunnel in the klystron

gallery8 was unacceptable from a system latency point of view. The best alternative that

was presented was to keep as much of the system in the tunnel, while running cables up to

a DAQ system in the klystron gallery.

In addition to this, it quickly became apparent that the BPM’s and associated electronics

installed in Sector 2 were not up to the task required of them by an IPFB beam test. While

having a position resolution of a few microns, the minimum time resolution was only on the

order of 50 ns [56], not suitable even for the subharmonic buncher spacing of 5.6 ns, and

certainly undesirable for a fast feedback system intended to work on nanosecond timescales.

Finally, there were the numerous associated problems of running parasitically with and to

the schedule of another experiment (E158), with no control over beam conditions or running

time. As such, an alternative location was used: the NLCTA.

3.5.2 NLCTA: The Next Linear Collider Test Accelerator

The Next Linear Collider Test Accelerator (NLCTA) was originally designed to test a com-

plete unit of the NLC RF system i.e. the accelerating structures and RF production, distri-

bution and delivery systems that will be used in the NLC [75]. Although the control and

timing systems are intrinsically linked with those of the main accelerator, the NLCTA is

otherwise entirely independent of the SLC, with its own injector, accelerating structures and

7Appropriately-modified in this context means that the filter frequencies would have to be correctly
tuned for the E158 bunch spacing i.e. 2856 MHz. The LO input for the mixer would therefore also be set
to 2856 MHz.

8The klystron gallery is the building that sits directly above the accelerator tunnel, above ground, and
houses the klystrons that power the linac accelerating structures.
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Beam parameter Short pulse Long pulse
Particles per train 1× 1010 1× 1012

Train length ∼2 ns ∼180 ns
Bunches per train ∼25 ∼1900

Particles per bunch 1× 108

Repetition Rate 1-60 Hz
Beam energy 62 MeV

Bunching frequency 11.424 GHz
Bunch spacing 88 ps

Spot size (σx, σy) 0.5-1 mm
Beam jitter (σx, σy) 45 µm (see Fig. 3.26)

Table 3.3: Beam parameters for the NLCTA for an unaccelerated beam (given for beam at
FONT BPM upstream of QD1760; see Fig. 4.8, page 91) [77].

beam dump. An overhead view of the NLCTA is shown in Fig. 3.25. There are six sections

of the accelerator that are set aside for accelerating structures: only the first four of these

are currently in use for structure tests. This gave the possibility of using the last two unused

drift spaces for an IPFB beam test.

Since such a beam test would be designed to test the nanosecond-scale response of the

feedback electronics for the IPFB system, the experiment was christened FONT: Feedback

On Nanosecond Timescales9.

The beam parameters, as summarised in Table 3.3, provided a separate challenge for

the purposes of a FONT beam test. Although the beam energy is lower10 by more than

an order of magnitude than that in Sector 2, the much larger spot size and beam jitter

would mean that a comparatively larger kicker voltage would be required in order to kick

the beam a measurable amount. The minimum kick required for a measurable beam offset

must steer the beam at least as far as the r.m.s. position jitter on the beam [30], meaning

that an NLCTA-based FONT system would still have to kick the beam half the distance of

one on Sector 211, giving half the kicker voltage and a quarter of the power. As part of the

preliminary measurements for FONT, the beam jitter on the NLCTA was measured using

the NLCTA striplines: these measurements are shown in Fig. 3.26.

More importantly, the beam used at the NLCTA does not make use of any subharmonic

bunching system, meaning that the electrons are injected continuously, resulting in a CW

beam bunched at the structure frequency of 11.424 GHz. Thus the same problem of finding

a BPM suitable for use at Sector 2 exist to an even greater extent on the NLCTA. A full

description of the BPM that was constructed to measure beam position at the NLCTA is

given in Chapter 4. In spite of these problems, it was felt that the obvious advantages

9 c© Glen White, 2001.
10The given beam energy is for an unaccelerated beam, in which only the pre-accelerator that resides

upstream of the chicane is used to power the beam, rather than any of the test structures downstream of
the chicane.

11100 µm / 10 µm vertical jitter = a factor of 10; 62 MeV / 1.2 GeV = a factor of 1/20th. Therefore the
beam has to be kicked 10/20 = 1/2 as far for the NLCTA as for Sector 2.
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Figure 3.25: Ground Plan of the NLCTA. The gun, injector and chicane are located at the
front end of the accelerator (left), with the spectrometer, beam dump and the majority of
the structures on the rear half (right). See also Figs. 5.1 and 5.2; figure adapted from [76].
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of using the NLCTA over the main linac were enough to sway the argument in favour of

constructing the FONT experiment on the NLCTA. These advantages were:

1. Ease and frequency of access. While access to Sector 2 would be restricted to

monthly Repair Opportunity Days (R.O.D.’s), with each access having to be scheduled

prior to the day in question, access to the NLCTA would essentially be free from

restriction. Within the parameters of the structure installation and testing, there

would be potential access to the experiment on a daily basis, allowing frequent checks

of the electronics, modifications of the experimental setup and repair to any damaged

or broken components.

2. Straightforward interface with beamline components. It was unclear, while

Sector 2 was the only location under consideration, how one was to interface the DAQ

system with the beamline components. At the NLCTA, a large number of patch panels

exist, allowing cables to be connected inside and outside the tunnel with consummate

ease and to a variety of locations. In the event that the necessary cables did not exist,

it became apparent that it was a relatively simple matter to run new cables into the

tunnel using the existing cable trays and routes.

3. Centralisation of DAQ system with accelerator control. Since the location of

the DAQ system was essentially arbitrary (i.e. the choice of location did not depend

entirely on the location of existing equipment, since new cabling could be installed if

it was needed), it was useful to install it within the NLCTA control room, allowing

simultaneous access to both the accelerator controls and FONT data. In fact, any

control over the beam at all was a considerable advantage of using the NLCTA, since

this would be severely limited with the main linac.

4. Control over beam running time and conditions. As mentioned above, using

the NLCTA would allow direct access to the NLCTA accelerator control system. It

would therefore be possible to select the beam running time and conditions for the

purposes of the FONT experiment, within the boundaries of the structure tests.

This is all, of course, within the operating constraints of the NLCTA. Although running

beam was not necessary for the structure tests, since the main activity of the NLCTA was

RF processing of the structures, it would not be possible to select arbitrarily the operating

conditions of FONT. FONT would still be playing second fiddle to the main purpose of

the NLCTA — to develop high gradient RF structures for the NLC — but the interference

between the two experiments was intended to be minimal. The design, construction and

results of the FONT experiment are given in Chapter 5.



Chapter 4

A Novel X-band Beam Position
Monitor

4.1 Position Measurement of a Charged Particle Beam

Non-destructive measurements of beam position are essential for the effective running of any

modern accelerator. A number of different types of device exist for just such a purpose that

come under the generic title Beam Position Monitor, or BPM. Each of these types of BPM

makes use of the coupling of the electromagnetic field around a charged particle bunch to

some sort of conductor, although the methods used for extracting this signal from the BPM

vary and are largely dependent upon the type of BPM used. Three of the most common

types of BPM used in modern accelerators are:

• Buttons, that utilise pairs of pickoffs on opposite sides of the beam pipe that couple

to the EM field of the bunch.

• Striplines, that extend the Button BPM principle by using pairs of conductive strips

that are resonant at the bunching frequency.

• Cavities, that use a resonant RF cavity to induce a resonant EM field within the cavity

from a travelling bunch.

The stripline BPM is essentially a variation on the button, in which the EM-field lines

surrounding a charged bunch terminate on some sort of pickup. In contrast, a cavity BPM

uses an appropriately shaped RF cavity that is resonant at the bunching frequency. A

resonant EM-field is then set up within the cavity as a result of the passing bunch. In each

case, the BPM makes use of the EM-field that surrounds the charged particle bunch and

its corresponding image charge: this is shown in Fig. 4.1. The image charge that appears

on the beam pipe wall results from the termination of the E-field on the conducting beam

pipe. In the relativistic limit (v → c), Lorentz contraction of the EM-field means that there

is essentially no longitudinal component to the field, resulting in purely transverse electric

and magnetic fields [61].

81
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Figure 4.1: Field lines and image charge due to a charged particle beam.

For a beam centred in the beam pipe, this image charge is evenly distributed over the

whole circumference of the pipe and travels along the pipe with the charge, as shown

in Fig. 4.1. For an electrode mounted on the beampipe wall, with an angular coverage

φ, the induced current in the electrode is therefore:

Ielectrode = Ibeam
φ

2π
(4.1)

for a beam current Ibeam. It is the termination of the field on the electrodes, in place of the

beampipe wall, that gives rise to an induced signal on the electrode. For an off-centre beam,

the density of field lines, and hence the image charge distribution, changes accordingly. For

beams located close to the centre of the beampipe, small changes in beam position (on the

scale of the beampipe width) produce a change in image charge at the electrode that is

approximately linear [78]. Each type of BPM makes use of this change in image charge

distribution in a different way.

4.1.1 Button BPM’s

The Button BPM is the simplest of the three types of beam position monitor. It consists of

a pair of electrodes, for each axis in which the beam position is to be measured, on opposing

sides of the beampipe. Although a simple antenna would suffice, the electrode for a button

BPM is usually small and circular, hence the name [61]. The current from the button as a

result of the image charge is a function of both the button area A and the charge density of

the image charge ρ:

Ibutton =
A

C

dρ

dt
(4.2)
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where C is the circumference of the beampipe [79]. The image charge and current on a

button are shown in Figs. 4.2(a) and (b) respectively; note that the image current is just the

derivative if the image charge. The resulting voltage out of the button is therefore the image

current on the button driven into the impedance of the transmission line used to extract the

signal from the BPM, plus the impedance from the BPM itself; this impedance also includes

the natural capacitance of the BPM, giving a filter-like profile for the voltage response [80].

This is shown in Fig. 4.2(c).

(a) Image charge on button (b) Image current on button

(c) Voltage from button

Figure 4.2: The simulated image charge, image current and corresponding voltage output
of a single 15 mm button for a 1 cm long Gaussian bunch of 108 electrons with a bunching
frequency of 238 MHz (for full details see [79], pages 54-56).

Having found the signal from a single pickoff of the BPM, it is necessary to combine the

information from each of the pickoffs to extract the beam position. As mentioned in Sec-

tion 3.3, the signal that is produced by a single pickoff is a convolution of both beam

proximity and bunch charge. There are a number of different methods of charge subtraction

and position normalisation: the most common are difference-over-sum (∆/Σ), amplitude-

to-phase conversion (AM/PM) and log-ratio processing [61]. Amplitude-to-phase conversion

involves converting the two pickoff signals into two signals with identical amplitude, but a
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relative phase difference that is related to the initial amplitude difference between the two

signals [81]. Recombining these two signals of equal amplitude but different phase produces

a signal whose amplitude is proportional to the amplitude difference of the raw pickoff sig-

nals. Log-ratio processing uses a single hybrid to output a signal that is proportional to the

logarithm of the ratio of the two input signals [82].

However, the most popular method of BPM signal processing is difference-over-sum. As

given in Eq. (3.4), the difference of the two pickoff signals is divided by the sum of the

two signals, giving an output that is a) independent of bunch charge and b) approximately

proportional (close to the beampipe centre) to the position variation from the centre of the

beampipe:

y =
∆

Σ
=
T −B

T +B
(4.3)

for two pickoffs T and B. The usual procedure is to filter each of the signals at the bunching

frequency (or, if cost is an issue, at some lower frequency1) and follow the same processing

procedure as outlined in Section 3.3, before calculating ∆/Σ to give the actual beam position.

4.1.2 Stripline BPM’s

The stripline BPM is a modification of and improvement over the button BPM. Although it

is restricted to bunched beams of a particular bunching frequency, it has a significantly better

response at that frequency than the button BPM. A standard stripline BPM replaces the

button electrodes of a button BPM with long strips that run parallel to the beam direction;

an example is shown in Fig. 4.3. The front (upstream) end of the strip is connected, via

an appropriate feedthrough, to a transmission line and thence to the BPM processor. The

downstream end is either terminated (usually with a 50 Ω terminator) or left as open circuit.

The description below is given for the open circuit version; the treatment for a terminated

strip is slightly different, but the resulting signal is the same [56].

For a bunched beam of electrons, the signal from a stripline is as follows. As the bunch

passes the front end of the stripline, the image charge passes from the beampipe wall onto

the strip. The arrival of the image charge causes a charge separation in the strip: positive

charge collects on the inner surface of the strip, forming the image charge, and tracks the

actual bunch down the strip as the bunch passes through the BPM. The remaining negative

charge that is left from this charge separation is free to move and runs in two directions:

half follows the image charge down the strip, while the other half passes out through the

transmission line. As such, a negative spike is measured as the electron bunch passes the

front of the strip.

Once the bunch passes the end of the strip, the image charge reappears on the wall of the

beampipe and continues on as usual. At this point, the positive charge on the inner surface

1For example, in the SLC, the BPM processors used for the stripline BPM’s, with ∼10 cm strips (giving
Fc ≈ 714 MHz), filter the signal at 30 MHz. This is significantly cheaper than filtering at 714 MHz, and
given the large number of BPM’s involved is the most cost-effective solution [83].
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Figure 4.3: Schematic diagram of a stripline BPM used in the SLC. The BPM consists of
four strips - 2 x and 2 y - with SMA feedthroughs used to carry the signals from the strips
through the beampipe. The length is given in inches (adapted from [84]).

of the strip reflects off the rear end of the strip and travels back towards the front end of the

strip, accompanied by the remaining half of the negative charge. Once this charge reaches

the front of the strip again, a positive spike of equal magnitude to the initial negative spike

is registered. If the length of the stripline is exactly 1/4 of the bunch spacing, the reflected

signal arrives exactly half a cycle after the initial beam signal. For a CW bunched beam,

this produces the response as shown in Fig. 3.6, page 56 [56].

The stripline is therefore resonant at the bunching frequency and produces a very strong

signal when filtered at this frequency. For strips of length L, the response of the stripline

BPM has the following frequency dependence:

V0 ∝ |sin(
2πfL

c
)| (4.4)

As such, the frequency response of the BPM contains peaks at the fundamental bunching

frequency and odd harmonics thereof [56]. At even harmonics there are troughs in the

frequency spectrum: these are caused by the reflected spikes arriving back at the front of the

strip at exactly the same time as a new bunch arrives, cancelling the signal. One therefore

designs the dimensions of the stripline around the bunch spacing. This makes it difficult

to use a stripline BPM for bunching frequencies much above 1 GHz, particularly from the

point of view of impedance matching (necessary to ensure there are no reflections between

the strip and transmission line). The methods of BPM signal processing for producing a

usable position signal are the same as for the button BPM.
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4.1.3 Resonant Cavities and Cavity BPM’s

The operation of a cavity BPM is markedly different from the two types of BPM previ-

ously described. A cavity BPM takes advantage not of the direct coupling of the EM-field

surrounding a bunch to an electrode, but of the ability of a moving bunch to induce an

EM-field within a resonant cavity. The cavity is designed to resonate at the bunching fre-

quency of the beam: each bunch that passes through the cavity adds to the resonant field.

The behaviour of the EM-field within a resonant cavity is the same as that for a waveguide

(see Section 2.3.3). As such, there are a large number of modes at which the EM-field within

the cavity can resonate; the magnitudes of each of these modes of oscillation depend on a

number of factors, including beam trajectory and the dimensions of the cavity [85]. The

two most important modes for the measurement of beam position are the TM010 (monopole)

mode and the TM110 (dipole) mode. A cross-section of a cavity BPM, showing the electric

fields for the TM010 and TM110 modes is shown in Fig. 4.4.

antenna 1 beam

δx

antenna 2 E-field TM010

E-field TM110

Figure 4.4: The TM010 (Monopole) and TM110 (Dipole) modes for a resonant cavity BPM
in response to a passing bunch [78]. The dipole mode is only excited for non-zero δx.

The fundamental mode driven by the bunched beam within the cavity is the monopole

mode. However, from the point of view of a beam position measurement, the mode of choice

is the dipole mode. The amplitude of the dipole mode depends linearly on the radial beam

offset from the cavity centre, and is zero for a beam centred within the cavity [85]. By

contrast, the monopole mode is excited most strongly for a centred beam and has no such

linear amplitude dependence. Therefore one usually designs the cavity in such a way as to be

able to couple out the dipole mode whilst ignoring or damping out the monopole mode: this

is done either with the placement of the output coupler (used to extract the beam position
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signal from the cavity), by coupling out the monopole mode with a coupler that is insensitive

to the dipole mode or by using a filter with a narrow bandwidth on the output to select only

the frequency of the dipole mode. The position signal can then be measured by using an

antenna within the cavity that couples preferentially to the dipole mode (see Fig. 4.4).

The noticeable advantage of a cavity BPM over striplines or buttons is its inherently

better position resolution [85]: this is due to the dipole mode signal produced by the cavity.

With effective damping and coupling out of the monopole mode, the cavity BPM produces a

dominant signal (from the dipole mode) that is only present for an off-centre beam. In con-

trast, striplines and buttons have to extract this dipole signal from the enormous monopole

signal: the electrodes for these BPM types register a signal whether the beam is off-centre

or not, meaning that a very small signal (corresponding to an off-centre beam) must be

extracted from two very large ones (the raw electrode signals) [86]. This can give an order

of magnitude improvement in position resolution for cavities over striplines [87].

It is also possible to improve the position sensitivity of the cavity by increasing the Q

through careful design and machining [85]. The Q of a cavity (or a filter) is defined as the

ratio of the central frequency to the bandwidth; therefore a 10 GHz cavity with a 10 MHz

bandwidth will have Q = 1000. However, the corresponding disadvantage of high-Q cavities

is the comparatively poor timing resolution: the large Q causes a corresponding increase in

the rise time of the signal. For a bunch train, it is therefore only possible to deconvolve the

position of each successive bunch by analysing the signal for the entire train. The output

signal from the cavity is effectively the integral over the whole train of the position of each

bunch [56]. In addition, a high Q increases the sensitivity of the cavity to external influence,

such as physical deformation or external temperature variation. Such external influence can

lead to a change in the resonant or coupling frequency of the cavity and hence a change in

the measured beam position [85].

4.2 Review of BPM Technologies for FONT

As part of the FONT system design, it was necessary to find a BPM best suited to both

the NLCTA beam conditions and the FONT requirements. The operating parameters for a

FONT BPM are as follows:

1. Frequency response peaked or strongly coupled at X-band (11.424 GHz).

The NLCTA bunch spacing of 88 ps places unorthodox limitations on the frequency re-

sponse of the BPM. It is unusual to find a BPM with a response peaked at 11.424 GHz,

since this is not a common bunching frequency for current accelerators. Ideally the

BPM should have a sharp peak at 11.424 GHz with a rapid fall-off either side of this

peak in frequency space.

2. Fast rise time and response. The BPM must have a nanosecond-level rise time and

response in order to be usable within a fast feedback system. A usable signal must be

obtained from the BPM as rapidly as possible to allow the feedback system to respond

rapidly to the beam position and to avoid unnecessary addition to the system latency.
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3. Ready availability or ease of manufacture. Due to the financial and time con-

straints of the FONT project, extensive R&D on the possible BPM options was not

possible. Therefore a BPM would either have to be readily available for use at SLAC

or, if no such BPM existed, fabrication and testing of a new BPM would have to be

quick and easy.

4. Simple interface to IPFB BPM processor. It is essential that the BPM selected

be able to interface to the Smith design for an IPFB BPM processor. Although a BPM

may satisfy all of the previous requirements, it would still be an unfavourable choice

if the required processing electronics differed greatly from the Smith design, since one

of the main aims of FONT is to test the electronics of the Smith IPFB system.

All three of the BPM types detailed in Section 4.1 were considered as a possible option for

a FONT BPM. The first possibility was to use the existing NLCTA stripline BPM’s, or some

modification of this design. Within each of the quadrupoles of the NLCTA resides a stripline

BPM, of the type shown in Fig. 4.3. The striplines are designed to be resonant at 714 MHz,

with a stripline length of 10.5 cm. However, this automatically disqualifies these BPM’s

from use: a stripline BPM, with electrodes of length L, has peaks in frequency space at odd

harmonics of the fundamental frequency (i.e. f = nc/L for n = 1, 3, 5 . . .) and troughs at

even harmonics (f = nc/L for n = 2, 4, 6 . . .). Since 11.424 GHz = 16×714 MHz, the BPM

would have no output for an X-band bunch spacing for any bunch train longer than about

1 ns (approximately twice the length of the strip). The option to modify the striplines to

be resonant at X-band was also considered. However, this would involve machining entirely

new striplines, along with the correct housing, with a much greater precision than is required

for the current BPM’s. The X-band striplines would also have to be developed specially,

since the striplines, feedthroughs and transmission lines used to transmit the signal out of

the current BPM’s would almost certainly have an unacceptable attenuation at X-band [56].

Also available was the option to use a series of NLC X-band cavity BPM’s, developed by

Steve Smith and Zenghai Li at SLAC. The intention was to test these cavity BPM’s on the

NLCTA, giving the possibility of integrating this test with the FONT program by utilising

one as the FONT feedback BPM. However the inherent problems with using cavity BPM’s

ruled them out. Firstly, the rise time associated with a high-Q cavity is such that it would

be impossible to resolve beam position on a bunch-by-bunch basis, which is essential for

FONT. Secondly, the processing scheme required for a cavity is very different from that for

a stripline BPM (and hence the IPFB design), meaning that the use of a cavity BPM would

automatically exclude the use of the intended BPM processing scheme.

The best available option was therefore to construct a simple button BPM, designed

specifically to be resonant at X-band. It was suggested that it would be possible to tune the

pickup antennas of a button BPM to be strongly resonant at X-band and therefore give an

enhanced response to the NLCTA beam [30]. It also became clear that constructing a BPM

of this kind would be possible from commercially available vacuum components. A design

was conceived by Marty Breidenbach and Josef Frisch at SLAC; that design is detailed in

the following section.
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4.3 Design of a Novel X-band BPM

Figure 4.5: The X-band BPM designed for use in FONT at the NLCTA. The central spherical
cube has 6 ports: four are used for position electrodes, with the other two used for the
beampipe flanges.

The FONT X-band BPM is shown in Fig. 4.5. The BPM consists of a number of standard

vacuum components, all of which are commercially available. The main BPM cavity, to

which all the other components are attached, is called a spherical cube; details are shown

in Fig. 4.6. The spherical cube used for the X-band BPM is approximately 1.38 in. (35 mm)

in diameter and was purchased from Kimball Physics2. On each of its six external faces

it has a 1-1/3 inch (34 mm) ConFlat flange vacuum mount, used to attach other vacuum

components. Mounted on four of the six faces are four SMA feedthroughs, which act as the

electrodes for the BPM; these are shown in Fig. 4.7 and were purchased from Kurt J. Lesker

Co. These are mounted using the same 1-1/3 in. ConFlat flanges, each with a vacuum-sealing

copper gasket. One opposing pair of these electrodes is used to measure the x signal, with

the second pair used for y. The final pair of faces on the spherical cube were used to mount

the spool pieces that connect the BPM to the main beampipe, again using copper gaskets

to seal the join.

The BPM was installed on the NLCTA downstream of the test structures, upstream of

quadrupole QD1760 on girder 17. Fig. 4.8 shows the location of the BPM on the NLCTA.

The position of the BPM was advantageous for the FONT experiment as it was located just

upstream of one of the NLCTA striplines, mounted inside QD1760, and a toroid (TORO1750)

that was located between the X-band BPM and QD1760. This would allow accurate corrob-

orative measurements to be made of both position and charge, since there were no magnetic

or obstructive components (such as a collimator) in between. However, since the X-band

BPM was downstream of the structures, the spool pieces of the BPM were designed with

a particularly narrow aperture to prevent the X-band radiation from the structures from

penetrating the BPM.

2Kimball Physics part no. for spherical cube: MCF133-SC6-A.
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(a) Spherical Cube

(b) Spherical cube dimensions

Figure 4.6: The Spherical Cube used as the main cavity for the FONT X-band BPM.
Mounting flanges are 1-1/3 inch ConFlat, used to mount electrodes (×4) and beampipe
spool pieces (×2). Dimensions are given in inches (mm) [88].
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(a) SMA feedthrough (b) SMA feedthrough dimensions

Figure 4.7: The SMA feedthroughs used as the electrodes for the novel X-band BPM. Di-
mensions are given in inches [89].

Figure 4.8: A blow-up of the NLCTA ground plan (Fig. 3.25, page 78) showing the location
of the FONT BPM.
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4.3.1 X-band BPM Beampipe Diameter Selection

The selection of the beampipe diameter of the spool pieces for the X-band BPM was impor-

tant for its effective operation. Since the BPM is located downstream of the structures, any

RF that escapes from the structures can travel down the beampipe and into the BPM. Since

the bunching frequency of the NLCTA is 11.424 GHz — the same frequency RF that powers

the structures — this is the frequency at which the BPM is intended to be most sensitive.

Therefore, if any X-band RF were able to enter the BPM, the BPM signal from the beam

would be swamped by the escaping RF, rendering the BPM useless.

As such, the beampipe diameter for the BPM was selected to prevent X-band RF from

passing into the BPM. In order to do so, one treats the beampipe as a cylindrical waveguide

and selects the diameter such that the cutoff frequency is above 11.424 GHz (see Section 2.3.3,

page 33 for information on waveguides). Of all the modes that are possible within a waveg-

uide, the most common for particle acceleration is the TM01 mode [39]. The cutoff frequency

fc for a cylindrical waveguide of radius r is given by:

fc =
1

2π

pn,l

r
√
µε

(4.5)

where µ is the permeability of free space, ε is the permittivity of free space and pn,l are roots

of the Bessel functions Jn [90].

For the TM01 mode, pn,l = 2.404 (values for pn,l are taken from [90]). For fc =

11.424 GHz, this gives r = 10.0 mm. Therefore, in order to prevent transmission of the

TM01 mode, the beampipe inner diameter had to be smaller than 20 mm. However, the

beampipe could not be vanishingly small due to the large beam spot size: it was expected

that the halo on a beam with σy = 1 mm would probably fill a 1 cm beampipe [30]. The

beampipe eventually selected for the BPM was a standard stainless steel tube of 1/2 in. ex-

ternal diameter, also from Kurt J. Lesker Co. With walls 0.035 in. thick, this gives an

internal diameter of 0.43 in. = 10.9 mm. With a radius of 5.46 mm, all modes have a cutoff

frequency above 11.424 GHz. The simplest mode with the lowest cutoff frequency is the

TE11, with pn,l = 1.841 and fc = 16.096 GHz [41].

4.3.2 Frequency Tuning of BPM Pickoffs

In order to act as a resonant receiver at 11.424 GHz, it was necessary to tune the electrodes

to X-band. The feedthroughs that act as the BPM pickoffs have an SMA connector on the

back side, allowing the signal to be coupled out of the BPM (see Fig. 4.7). On the inner

side, inside the BPM cavity, an antenna protrudes into the cavity to pick up the signal from

the passing beam. It is this antenna that had to be tuned to maximise the beam response.

The length of each pickoff was tuned by gradually filing it down until its response peaked at

11.424 GHz3. The response for each pickoff was checked both during the tuning procedure

and once the BPM had been installed onto the beampipe.

3BPM assembly and pickoff tuning procedure carried out by Gavin Nesom, Oxford University.
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An Agilent 8719ES Network Analyser [91] was used to measure the response of each

pickoff, along with the response of combinations of pickoffs. A network analyser measures

the frequency response of a particular device over a specifiable range of frequencies: the

full range of the Agilent network analyser used for the BPM measurements was 50 MHz to

13.5 GHz. A frequency sweep with the specified range is output from each of its 2 ports in

turn, with the resulting signal either being measured back at the original port from which

the signal was output (reflection) or at the opposite port (transmission). Two types of

measurement are possible: the S11 response is the signal loss (normally in dB) seen at port

1, as a function of the frequency output from port 1 i.e. the amount of signal reflected back

to port 1 from the device being tested; S22 is the same measurement for port 2. The S21

response is a measure of the transmission loss of the device: it is the signal seen at port 2 as

a function of the frequency output from port 1. S12 is the opposite: the signal seen at port

1 from port 2.

In making these measurements on the BPM, all the possible combinations of pairs of BPM

pickoffs were connected to the two ports of the network analyser and their S11 (S22) and S21

(S12) responses measured. These measurements give some indication of the relative coupling

strengths of each pickoff to the beam. Since the transmission and reception properties of an

antenna are identical, the S21 measurement for any pair of pickoffs should be identical to the

S12 [92]. Two ranges were used for the measurements: a wide frequency band utilising the

full range of the network analyser, from 50 MHz to 13.5 GHz, and a narrow frequency range

from 9.424 GHz to 13.424 GHz. The narrow frequency range was chosen to be centred around

11.424 GHz with a 4 GHz bandwidth. All four measurements (S11, S22, S21 and S12) were

made with each of the six possible pickoff combinations. This gave three S11 measurements

for each pickoff and two S21 measurements for each pair of pickoffs. During a measurement,

each of the unused pickoffs was terminated with a 50 Ω SMA terminator.

The S11 measurements for each pickoff, using the broad frequency range, are shown

in Fig. 4.9. The pickoffs are named according to their position looking downstream at the

BPM from the structures. The red line marks the position of 11.424 GHz on the plot.

One would expect to see a trough in the reflected signal at this frequency. This is because

the electrode behaves as an antenna and emits radiation mostly strongly at its resonant

frequency. However, no obvious deviation from the surrounding frequencies is apparent.

The likely explanation for such behaviour is that, within an enclosed cavity (such as the

BPM), any RF emitted by the pickoff has nowhere to travel. Since the diameter of the

beampipe is above cutoff for X-band, none can escape from the cavity: in fact, since the

mode with the lowest cutoff frequency (the TE11 mode) has fc = 16.096 GHz, none of the

RF within the specified range of the network analyser can escape the cavity. Therefore

it is likely that, since it will be reflected within the cavity, it will be reabsorbed by the

electrode. As such, any resonant behaviour of the electrode will be nullified as it absorbs

the same proportion of RF as it emits for any given frequency. It is therefore likely that the

S11 measurement is just a measure of the signal attenuation of the signal path between the

pickoff and the network analyser.

The S21 measurements do show a much clearer resonant behaviour. Fig. 4.10 shows the

narrow frequency range for the S21 response for each pickoff combination, with Fig. 4.11
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(a) S11 for Top pickoff (b) S11 for Bottom pickoff

(c) S11 for Left pickoff (d) S11 for Right pickoff

Figure 4.9: Reflection (S11) measurements made on each pickoff of the X-band BPM for the
narrow frequency range (9.424 GHz - 13.424 GHz). Each plot shows the reflected signal as
a fraction of signal output, in dB, as a function of frequency. The three S11 measurements
for each pickoff are overlaid; the red line marks 11.424 GHz.

showing the wide frequency range. For each pickoff combination, the S21 and S12 measure-

ments are overlaid: the almost perfect match of the two traces on each plot is an excellent

confirmation of the identical transmission and reception properties of each electrode. As

with the S11 measurements, the position of 11.424 GHz is marked with a red line. In each

plot, a peak appears at almost exactly this frequency, indicating that each pickoff is both

transmitting and receiving most strongly at X-band.

In Figs 4.11(a) and (b), which show the coupling of opposite pairs of pickoffs, a second

peak also appears, at around 8.4 GHz, that is marked with a black line. It is likely that

this peak corresponds to the lowest order mode within the cavity, with the frequency cor-

responding to a wavelength that is approximately the distance between the two electrode

feedthroughs (and therefore the outer width of the spherical cube) [92]. It is approximate

because the frequency of this mode is dependent on the coupling of the electrode as well as
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(a) S21 for Top & Bottom (b) S21 for Left & Right

(c) S21 for Top & Left (d) S21 for Top & Right

(e) S21 for Bottom & Left (f) S21 for Bottom & Right

Figure 4.10: Transmission (S21 & S12) measurements made on all combinations of pickoffs
of the X-band BPM for the narrow frequency range (9.424 GHz - 13.424 GHz). Each plot
shows the transmitted signal as a fraction of signal output, in dB, as a function of frequency.
The S21 and S12 measurements are overlaid; the red line marks 11.424 GHz.
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(a) S21 for Top & Bottom (b) S21 for Left & Right

(c) S21 for Top & Left (d) S21 for Top & Right

(e) S21 for Bottom & Left (f) S21 for Bottom & Right

Figure 4.11: Transmission (S21 & S12) measurements made on all combinations of pickoffs of
the X-band BPM for the wide frequency range (50 MHz - 13.5 GHz). Each plot shows the
transmitted signal as a fraction of signal output, in dB, as a function of frequency. The S21

and S12 measurements are overlaid; the red line marks 11.424 GHz. The black line on plots
(a) and (b) marks the fundamental cavity mode (see main text).



4.3 Design of a Novel X-band BPM 97

the cavity dimensions. The frequency of the peaks and the corresponding wavelength (from

c = fλ) are given below:

fpeak,TB = 8.365 GHz λpeak,TB = 35.84 mm

fpeak,LR = 8.395 GHz λpeak,LR = 35.71 mm
(4.6)

The actual external width of the spherical cube is 35.05 mm [88]. The difference between

this figure and the figures given above (as well as the difference of 0.13 mm between horizontal

and vertical dimensions) is most likely due to the coupling of each antenna to the cavity.

4.3.3 Relative Coupling Strength of Pickoffs

Pickoff combination S21 (dB)
Top-Left (TL) 20.620

Top-Right (TR) 19.490
Bottom-Left (BL) 20.334

Bottom-Right (BR) 18.713
Top-Bottom (TB) 14.935
Left-Right (LR) 13.407

Table 4.1: S21 transmission loss at X-band for each of the six possible pickoff combinations
(average of two measurements).

With the S21 measurements from Fig. 4.10, it is possible to calculate the relative coupling

strengths of the BPM pickoffs to the beam [56]. The S21 transmission loss at X-band, in

dB, for each of the six pickoff combinations, is given in Table 4.1. The relative coupling

strengths of the BPM pickoffs at X-band can be calculated from these measurements in the

following way. If one denotes the signal loss between, say, the top and left pickoffs as ATL

and the coupling of the top pickoff to the beam as CT , then one obtains the following set of

ratios:

CT

CB

=
ATR

ABR

=
ATL

ABL

(4.7)

CR

CL

=
ATR

ATL

=
ABR

ABL

(4.8)

Ideally, the values for CT

CB
and CR

CL
should be independent of the pair of signal loss figures

used in the calculation. In practice, however, a more accurate value is obtained from the S21

measurements by taking an average:

CT

CB

=

ATR

ABR
+ ATL

ABL

2
(4.9)
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CR

CL

=

ATR

ATL
+ ABR

ABL

2
(4.10)

Using the S21 measurements given in Table 4.1 and using the fact that, since these measure-

ments are in dB, ATR

ARB
= (ATR − ARB) results in the following coupling ratios:

CT

CB

=
(19.49− 18.71) + (20.62− 20.23)

2
=

0.777 + 0.386

2
= 0.582 dB (4.11)

CR

CL

=
(19.49− 20.62) + (18.71− 20.23)

2
=
−1.130− 1.521

2
= −1.325 dB (4.12)

Converting these from dB to a raw ratio gives:

CT

CB

= 1.069
CL

CR

= 1.162 (4.13)

As such, there is approximately a 7% difference in coupling strengths between the top

and bottom pickoffs, and a 16% difference between the left and right pickoffs. The vertical

pickoffs are more closely matched than the horizontal pickoffs: since the FONT experiment

will be concerned with moving and measuring a beam in just the y direction, it was the

intention while constructing the BPM to maximise the performance of the vertical pickoffs,

hence the better match of the top and bottom electrodes.

Finally, from these measurements it is possible to calculate the Q of the BPM. For a

filter, the Q is defined as the width of the resonant peak at the -3 dB point (i.e. the point

at which the frequency response has dropped by 3 dB) [62]. For the BPM measurements

detailed above, one is not looking at the response of a single pickoff, but pairs of pickoffs: Q

is therefore calculated from the width of the peak at the -6 dB point [43]. The following Q

values for the horizontal and vertical BPM pickoff pairings are obtained using this method

and calculated from the data displayed in Figs. 4.10(a) and (b):

x : f = 11.424 GHz f6dB = 450 MHz Q = 25.4

y : f = 11.424 GHz f6dB = 500 MHz Q = 22.9
(4.14)

As such, the BPM has a low enough Q (particularly in the y direction, in which the

FONT experiment is most interested) to respond quickly enough to the beam to perform

within the criteria given in Section 4.2, while still responding strongly at the key frequency

of 11.424 GHz.

4.4 Signal Processing for a Single BPM Pickoff

Before undertaking the more complex task of measuring beam position with the new BPM,

it was necessary to measure the response of a single BPM pickoff to the beam. This would
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not only give an absolute scale to the measurements in the previous section (i.e. convert the

relative coupling strengths of opposite pickoffs into an absolute coupling strength) but also

give a measure of the filtering characteristics, time response and characteristic impedance of

the BPM. To do so it was necessary to assemble a BPM processor capable of downmixing a

signal at X-band.

4.4.1 The Single Pickoff BPM Processor

The processor design is based upon that outlined in Section 3.3, using an RF mixer to

convert the 11.424 GHz signal produced by each of the BPM pickoffs into a baseband signal.

However, due to the X-band frequency used for the bunch spacing of the beam, a number

of modifications were made to the initial design. The Q (given above) of the BPM would

cause it to behave in a similar way to a band-pass filter at the designated resonant frequency

of 11.424 GHz. In order to produce a baseband signal, one then mixes the BPM signal

with a reference signal, also at 11.424 GHz, producing sum and difference. Normally one

would low-pass filter the signal to remove the sum frequency, since it is only the difference

frequency that is of interest. In this case however the sum frequency of 22.848 GHz is highly

attenuated in most signal cabling (particularly the 3/8 in. heliax used to transmit the signal

out of the NLCTA tunnel), meaning that the system as a whole behaves as a low-pass filter.

More importantly, the mixers employed also did not have the bandwidth to be able to output

a signal of such high frequency.

A block diagram of the components for the first BPM processor is shown in Fig. 4.12.

The signal from each pickoff was connected, via a length of SMA cable, to the RF input

of a Pulsar Microwave MH-01-SC high power mixer (for full mixer specifications see [93]).

Since the FONT experiment (detailed in Chapter 5) was intended to steer the beam in the

vertical and not the horizontal direction, only the top and bottom pickoffs were used, with

the horizontal pickoffs terminated with a 50 Ω terminator. It was predicted that the raw

signal from the BPM pickoff would be too large for the mixer; as such, a 20 dB attenuator was

used to attenuate the BPM signal before the mixer RF input to prevent it being damaged.

The intention, as with the IPFB BPM processor, was to downmix the pickoff signal to

baseband and transfer this downmixed signal to a DAQ system outside the tunnel. The IF

port of each mixer was connected to a 35 m long piece of 3/8 in. heliax cable which was

used to carry the signal from the tunnel; a Tektronix digitising oscilloscope recorded each

of these pickoff signals. An initial problem occurred in finding an appropriate signal for the

mixer LO input. The LO input required for the MH-01-SC mixers was 17 dBm4. An X-band

reference signal was available from the NLCTA RF system, carried into the tunnel on the

same type of heliax cable. A phase shifter was connected to the cable outside the tunnel to

allow remote phase adjustment: this was to ensure that the mixer RF and LO signals were

exactly in phase. However, although the reference signal was of the correct power outside

the tunnel, the measured power of the reference signal inside the tunnel was only 3.24 dBm.

This signal loss was due to the high signal attenuation of the heliax cable at X-band. The

proposed solution was to use a Gunn Diode as a signal amplifier inside the tunnel to provide

40 dBm = 1 mW. The relation between dBm and mW is: mW = 10( dBm
10 ) or 10log10(mW) = dBm.
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Figure 4.12: Block diagram showing the X-band BPM processor used for the single pickoff
BPM measurements. A second mixer is used for the other pickoff.

the necessary X-band LO input signal for the mixers.

4.4.2 The Gunn Diode

A Gunn Diode is a microwave oscillator that takes advantage of the Gunn Effect within a

semiconductor (usually GaAs). The Gunn Effect is a result of the band structure that exists

within particular semiconductors; examples are shown for the Gallium Arsenide (GaAs)

semiconductor most commonly used for Gunn diodes [94]. Fig. 4.13(a) shows the conduction

band within GaAs. With a low applied field (i.e. small potential difference) the electrons

within the semiconductor reside within the central valley (Γ) of the conduction band. Within

this region the semiconductor has a linear I-V relationship. Once the applied field reaches

a certain threshold value (Vpeak, as marked in Fig. 4.13(b)), electrons begin to gain enough

energy to populate the satellite valley (L). Within this valley the electron mobility µ is

considerably lower, with a much larger effective mass: this splitting of the electrons between

energy levels causes the semiconductor to behave nonlinearly (see below). Once all the

electrons have acquired sufficient energy to populate the satellite valley, the semiconductor

takes on the I-V characteristics of this higher energy state and recovers its linear behaviour.

While the applied voltage is between Vpeak and Vvalley, as shown in Fig. 4.13(b), the

semiconductor exhibits distinctly nonlinear behaviour5. This behaviour is due to the super-

position of the markedly different I-V characteristics, resulting from the large difference in

effective electron mass, of the two valleys within the conduction band. This gives the Neg-

ative Differential Resistance (NDR) behaviour shown in Fig. 4.13(b) where, between Vpeak

5Although the Gunn diode is not a diode in the strict sense, since the I-V behaviour is the same for both
positive and negative applied voltage, it is this nonlinear behaviour, between Vpeak and Vvalley, that gives it
its name.
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(a) GaAs conduction band [94] (b) GaAs I/V curve [95]

Figure 4.13: Conduction band and current-voltage characteristics for GaAs, used as the
bulk semiconductor material for the Gunn Diode. The Gunn region of negative resistance is
between Vpeak and Vvalley in (b).

Figure 4.14: Creation of a Gunn domain within n-doped GaAs [94]. Charge perturbation
between A and B causes a net positive charge distribution, giving rise to an initial Gunn
domain (solid line); this increases with time as it travels towards the anode (dashed line).
The horizontal axis indicates the direction of majority carrier flow for a strip of length L.

and Vvalley,
dI
dV

becomes negative. It is this negative differential resistance (usually termed

just negative resistance) that is harnessed by the Gunn Diode [95].

In order to create a Gunn diode, a strip of n-doped GaAs is biased with a voltage V such

that Vpeak < V < Vvalley. This will cause electrons to flow towards the anode of the strip.

Any perturbations in charge distribution of the strip, as a result, say, of thermal drift of

electrons, will cause a small difference in the local field within the strip, causing the net field

on the cathode side of this perturbation to decrease [94]. Since the bulk semiconductor has

been biased into the NDR region, this decrease in field strength causes an increase in the drift

velocity of the majority (n-type) charge carriers, causing an accumulation of electrons. On

the anode side of this accumulated bunch of electrons, the larger net field causes a decrease in

the drift velocity of the electrons, adding to the bunch and depleting that region of negative

charge. This gives a net positive charge, as shown in Fig. 4.14: the region of net positive

and negative charge is known as a Gunn domain. As this region travels through the bulk

semiconductor, the NDR behaviour that first created the region causes this Gunn domain

to increase in size until it becomes stable: at this point all the charge carriers within the

domain are drifting with the same velocity. This charge accumulation and depletion causes

the differential field within the rest of the strip to drop below Vpeak, preventing any more
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Gunn regions from being created. Once the Gunn region passes out of the semiconductor

through the anode, another Gunn region can be created and the whole procedure repeats [94].

By AC coupling the signal at the anode it is possible to create a microwave frequency

RF signal: this device is known as a Gunn diode. The signal is usually tuned and enhanced

by placing the Gunn diode within a resonant coaxial cavity, the dimensions of which set the

output frequency of the diode [95]. Tuning the output frequency is achieved by inserting

a rod into the resonant cavity to adjust the resonant frequency; a screw is used to retract

the rod from the cavity and change the resonant frequency [96]. It is also possible to drive

the cavity at a particular frequency, causing it to resonate with a desired RF signal and

behave as an RF amplifier. In addition, running the Gunn diode with a pulsed voltage bias

can produce a higher output power. Heat dissipation is important for the diode as a high

temperature, resulting from poor heat dissipation, can cause breakdown within the bulk

semiconductor. Pulsing the voltage allows higher peak output powers to be reached without

damaging the diode.

4.4.3 Utilising the Gunn Diode in the BPM Processor

The Gunn diode used for the X-band BPM mixer LO input was a Microwave Device Tech-

nology MO86651-M02 X-band oscillator. The diode is designed to be operated by a pulsed

12 V signal: to provide this signal a separate circuit, designed by Josef Frisch, was assembled.

The circuit diagram for this circuit is shown in Fig. 4.15. This circuit requires two inputs:

a NIM trigger input and a ∼16 V DC power supply input. This DC input was adjusted to

set the output pulse to exactly 12 V, since the Gunn diode is very sensitive to variations in

this voltage pulse: too low and the output power begins to drop rapidly; too high and the

diode starts to draw a large amount of current, causing it to overheat [30]. The switching

action of the 3904 transistor allows current to flow through the 3906 transistor in time with

the NIM pulse. The 3906 in turn switches on the pair of 2222 transistors which provide the

12 V pulses for the Gunn diode.

This timing circuit was mounted onto the back of the Gunn diode waveguide assembly:

this is shown in Fig. 4.16. The main chassis of the diode was used as the ground, with the

output of the timing circuit connected to the input pin of the diode itself. The two input

signals (NIM and +16 V DC) for the timing circuit were carried on two coaxial cables into

the NLCTA tunnel. The Gunn diode was initially designed to be used on its own to provide

the X-band reference signal for the X-band BPM mixers. However it was not possible to

check that the Gunn diode would be phase locked to the beam signal; nor was it possible to

set the output frequency to exactly 11.424 GHz. The Gunn diode signal path was therefore

modified slightly to allow an external signal to cause it to lock to the beam phase and

frequency. This was achieved by driving the Gunn diode with the X-band reference signal

from the NLCTA RF system, as mentioned on page 99 (see Fig. 4.12). The reference input

causes the resonant cavity of the Gunn diode to oscillate at a particular frequency — in this

case 11.424 GHz — exciting the diode to resonate at this frequency.

This reference signal input was assembled from a pair of RF isolators, attached to a

waveguide T connector: the experimental setup is shown in Fig. 4.17. An isolator is a device
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Figure 4.15: The timing circuit used to supply the +12 V pulse to power the Gunn diode.
The circuit takes a ∼16 V DC input, plus a NIM input that provides the timing and pulse
shape.

Figure 4.16: The Gunn diode mounted to its timing circuit: the adjustment screw is mounted
on the left hand side of the waveguide assembly.
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Figure 4.17: The Gunn diode with its timing circuit attached, and mounted to a waveguide
T connector. The two isolators to the left and right of the Gunn diode carry power in from
the reference signal to phase lock the diode output (grey), and out from the diode to the
BPM mixers (yellow). The two cables appearing from the top are the NIM trigger input
(left) and timing circuit 16 V power supply.

that allows RF power to pass through it one only one direction6. One isolator allowed the

X-band reference signal to pass into the Gunn diode, while preventing any reflections from

the diode from interfering with the reference signal input. A second isolator allowed the

output of the Gunn diode to pass onto the mixer LO ports, while preventing any RF from

reflecting back into the Gunn diode and disrupting the phase locking. The output of the

second isolator was then connected to a 4-way splitter to allow distribution to the two mixers;

a third output of the splitter was connected to another heliax cable to allow measurement of

the Gunn diode output outside the tunnel, with the fourth output terminated with a 50 Ω

terminator.

The output power of the Gunn diode is shown in Fig. 4.18(a): at the rear end plateau

of the pulse, this is ∼350 mW = 25.4 dBm. The input power required by the LO inputs of

6Strictly speaking power can pass in both directions through an isolator, but the attenuation in the
backwards direction is some four orders of magnitude higher than the forward direction: the measured
attenuation for the isolators used was 1.3 dB for the forward direction and 41 dB for the backward. This
enormous difference in signal attenuation gives the isolator its directional behaviour.
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(a) Power output (b) Phase lock

Figure 4.18: Power output and phase locking of the Gunn diode. (a) shows the power
output of the Gunn diode for the 6 µs pulse. (b) is the output of the diode mixed with the
11.424 GHz reference signal: the cavity begins to track the reference frequency after ∼1 µs
and is approximately phase locked after 2 µs.

the mixers is 17 dBm. The measured attenuation of the 4-way splitter and connecting SMA

cable was 7 dB; as such, a 1.5 dB attenuator was used to provide the correct input power

for the mixers. The NIM trigger was timed such that the beam arrived after ∼5 µs of the

Gunn diode pulse, giving the Gunn diode time to phase lock to the reference X-band signal.

To check this phase locking, the output of the Gunn diode was mixed with the X-band

reference outside the tunnel, using a low power version (ML-01-SC) of the BPM mixers: this

downmixed phase reference signal is shown in Fig. 4.18(b). It is clear from this figure that

the Gunn diode is not precisely phase locked to the reference signal (and therefore to the

beam). However, by the time the beam arrives, around 5 µs into the Gunn diode pulse, the

output of the Gunn diode is sufficiently close to the reference pulse that there is very little

phase slew during the beam measurement. It was therefore deemed that the Gunn diode

provided an acceptable X-band reference for the mixers in the BPM processor.

4.5 BPM Pickoff Response

Having constructed a processor to process the signal from a single pickoff, the response of

that pickoff could now be tested. The top pickoff was connected to the mixer RF port (as

shown in Fig. 4.12), with the other three unused pickoffs terminated. In order to provide a

corroborative signal and a measure of the beam charge, the output of the toroid that resides

between the the BPM and QD1760 (TORO 1750 — see Fig. 4.8) was also recorded. A Toroid

(also known as a “beam transformer”) is essentially a coil of wire wrapped around a ferro-

magnetic core that is mounted around a ceramic insert in the beampipe [97]. The ceramic

insert allows the EM-field surrounding the beam to penetrate the beampipe. The toroid

converts the passing beam current signal into a voltage that can be measured: TORO 1750
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produces an output of approximately 1.25 V per Amp of beam current [98].

While normally connected to the NLCTA DAQ system, for the X-band BPM tests the

output of TORO 1750 was connected to the scope that was used to record the X-band BPM

pickoff signals. This scope in turn was connected, via GPIB, to a PC running Matlab inside

the NLCTA Control Room, to allow acquisition and storage of the various BPM and toroid

signals. For this first series of single pickoff tests, the NLCTA was run in short pulse mode

(see Table 3.3, page 77). By changing the NLCTA gun it was possible to alternate between

the short and long pulse sources, providing either a ∼2 ns or ∼170 ns pulse. To measure

the impulse response of a single BPM pickoff, the short pulse source was used. This would

allow a measure of the coupling strength and time response of the BPM.

4.5.1 BPM Coupling Strength

Figure 4.19: Response of a single BPM pickoff to the short pulse beam; the plot shows the
average of 5 pulses.

The output of a single BPM pickoff in response to the short pulse beam is shown

in Fig. 4.19, with the corresponding toroid output shown in Fig. 4.20; each of these plots is

the average of 5 beam pulses. At first glance it is encouraging to see that the BPM pulse

tracks the output of the toroid, but with less of the noise that appears on the falling edge

of the pulse. However, some features do appear on the BPM pulse: these are discussed in

more detail in Section 4.5.2. The coupling strength of the BPM to the beam is defined as

the output in volts of the pickoff per amp of beam current. Since this is essentially V/I, the

coupling strength of the BPM can also be expressed as a characteristic impedance, ZBPM :
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Figure 4.20: Toroid output for short pulse beam; the plot shows the average of 5 pulses.

ZBPM =
V

I
(4.15)

To calculate the characteristic impedance of the BPM it is necessary to compare the

voltage output of the BPM pickoff to the actual beam current. The current measurement

is provided by TORO 1750: since there are no beamline components between the X-band

BPM and the toroid, it is acceptable to assume that the current measured by the toroid is

the same as that passing through the BPM. However, in order to account for the features

that appear on the falling edge of both signals, the integral of both signals must be used for

this comparison: the integrated signal gives an output in Volt-seconds that is independent

of the response time of the apparatus in question; all that is important is that the signal

has settled to a suitable degree. From these integrated signals, the total bunch charge and

BPM coupling strength can be calculated. The integrated toroid output, in Amp-seconds

(Coulombs), is given by:

QTor =

∫
ITor dt =

t2∑
t=t1

Vt∆t

1.25
(4.16)

for a pulse of length (t2 − t1), toroid voltage Vt at time t, data sampling interval of ∆t and

toroid beam coupling strength of 1.25 V/A. The corresponding equation for the BPM, in

Volt-seconds, is:

∫
VBPM dt =

t2∑
t=t1

Vt∆t (4.17)
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Integrated signals Toroid Beam
X-band BPM Toroid Current Coupling

1.6061 Vs 0.7243 Vs 0.5905 As 2.7719 Ω
1.6319 Vs 0.7346 Vs 0.5877 As 2.7768 Ω

Table 4.2: Integrated signal measurements for the X-band BPM using two datasets. Average
BPM impedance is 2.77 Ω.

for BPM voltage Vt at time t. Therefore the result of Eq. (4.17) divided by Eq. (4.16) gives

the characteristic impedance of the BPM in Ohms. The integral of the BPM and toroid

signal outputs is shown in Figs. 4.21 and 4.22 overlaid with the original signal pulse. From

this integrated pulse, a preliminary coupling strength for the single pickoff in question can

be calculated. In both cases, the integrated pulse at 45 ns was chosen to have reached a

suitable level of stability [30]. The data from two separate runs was used: the integrated

voltage output for both toroid and X-band BPM is shown in Table 4.2. The average of the

two coupling values gives an initial value of ZBPM = 2.77 Ω.

Figure 4.21: Integrated BPM signal for short pulse beam. The raw BPM pickoff signal is
shown in blue, with the integral of that signal shown in black.

However, having calculated an initial coupling strength, one must take into account the

attenuation of all the components in the BPM signal path to be able to accurately measure

the coupling of the BPM proper to the beam. As such, a number of measurements were

made using the components that sit in the signal path between the BPM and the scope

for data taking. The signal loss for each component was calculated using the same MH-01-

SC mixer: the Gunn diode signal of 11.424 GHz, with a 10dB attenuator, was connected

to the LO mixer input in the same way as for the usual BPM beam measurements. The
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Figure 4.22: Integrated toroid signal for short pulse beam. The raw toroid signal is shown
in blue, with the integral of that signal shown in black.

RF mixer port was connected directly to the output of a Gigatronics RF signal generator,

with various components added to the signal path between the RF signal generator and the

mixer to measure the signal loss of each component. The power output of the mixer was

measured using an oscilloscope: the peak-to-peak voltage of the IF output of the mixer was

recorded and converted to a power measurement. The signal loss of both the mixer and

other components is, to some extent, both frequency and amplitude dependent; however,

one cannot use an RF input of 11.424 GHz (the output frequency of the X-band BPM) to

mix down to DC since the DC amplitude is dependent upon both the magnitude of the RF

signal and its phase. Since there is no method to phase lock the RF signal generator to

the Gunn diode, it was necessary to mix down to some intermediate frequency and measure

the peak-to-peak distance, since the peak-to-peak voltage will be unaffected by any phase

difference.

An output frequency of 11.404 GHz was chosen for the RF signal generator for the RF

BPM signal path component Attenuation at 11.404 GHz
30 cm SMA cable + right-angle connector 0.66 dB

SMA Splitter/Combiner + male-to-male adapter 4.67 dB
Right-angle connector 0.35 dB

10 dB attenuator 10.0 dB
Total signal loss 15.69 dB

Table 4.3: Signal attenuation at 11.404 GHz for each of the components in the BPM signal
path. Components are listed in order of their distance from the BPM pickoff output.
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input to the mixer, as it close enough to 11.424 GHz while still providing a measurable

20 MHz IF frequency. The components between the BPM and the mixer are listed in Ta-

ble 4.3, in order from BPM SMA output to mixer RF input, along with the measured signal

loss for each component. The mixer signal loss as a function of RF input power is shown

in Fig. 4.23. The average signal loss for the central power range is 6.15 dB: this gives a total

signal loss from X-band BPM to mixer of 21.84 dB.

Figure 4.23: Signal loss for the MH-01-SC mixer at 11.404 GHz as a function of input signal
power. Average signal attenuation for the central range is 6.15 dB.

The signal from the mixer used in the BPM processor to the scope is carried on a

3/8 in. heliax cable that is 100 m in length. Having been downmixed by the processor, the

BPM signal is no longer predominantly at 11.424 GHz, but a DC signal approximating the

beam pulse envelope. The short pulse of ∼4 ns, as seen in Figs. 4.19 to 4.22, corresponds to

a frequency of ∼250 MHz; at this frequency, the entire heliax cable assembly — consisting

of an SMA to N-type adapter, the heliax cable, an N-type to BNC adapter and ∼2 m of

BNC cable connected to the scope — was measured to have a total attenuation of 3.90 dB.

This gives a total signal attenuation — from BPM to scope — of 25.75 dB. This attenuation

reduces the output signal power of the BPM pickoff by a factor of 375.6; this corresponds to

a reduction in voltage by a factor of 19.4.7

The true voltage output of the BPM pickoff is therefore 2.77× 19.4 = 53.8 V/A, giving

the top BPM pickoff a characteristic impedance of ZBPM = 53.8 Ω. Using the coupling

ratios calculated in Section 4.3.3, Eq. (4.13), it is possible to calculate the coupling strength

of both vertical pickoffs:

7Power reduction factor = 10
dB
10 ; voltage reduction is the square root of this value since P ∝ V 2.
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CT

CB

= 1.069 ZTop = 53.8 Ω ZBottom = 50.3 Ω (4.18)

These values compare favourably to the coupling strength originally predicted for the

BPM of 40 Ω [30]. It is also an interesting coincidence that the measured coupling strength

is very close to the transmission line impedance of 50 Ω.

4.5.2 Time Response

The second parameter required to characterise the BPM is its time response; this is also

possible to determine from the data shown in Fig. 4.19. The time response of the BPM is

defined in terms of the associated decay constant in the same manner as a discharging RC-

circuit: it was therefore assumed that the BPM behaved in the same fashion as an RC-filter

circuit, with an associated RC decay constant (commonly RC or τ , with units of seconds).

Functionally, this RC time constant is the time it takes for the output of a discharging RC

circuit to reach 1/e (or 0.37) of its initial value [62]. The differential equation governing the

behaviour of such a circuit is:

dVo

dt
=
Vi − Vo

RC
(4.19)

where Vi is the circuit input voltage, Vo is the output voltage, and both are functions of

time. To obtain Vo as a function of Vi, the solution to Eq. (4.19) is:

Vo(t) =
1

RC

∫ t

−∞
Vi(τ)e

(−(t−τ)/RC)dτ (4.20)

where τ is a dummy variable for the purposes of integration [62]. The next stage is to

accurately model the pulse shape of the incoming beam. The initial assumption was that

the charge distribution along the length of the bunch train was approximately Gaussian.

This essentially means that the time structure of the beam — Vi(τ) in Eq. (4.20) — has the

following shape:

Vi(t) = Ae

(
−(t−t0)2

2σ2

)
(4.21)

where σ is the standard deviation of the charge distribution along the length of the bunch, A

is a scale factor and t0 is the time corresponding to the centre of the pulse (the mean position).

The usual 1/(σ
√

2π) scale factor is here absorbed into A, since A will be scaled to the size

of the beam and so incorporates all such scale factors. All units within the exponential are

in nanoseconds; A has the units of Volts. The integrand in Eq. (4.20) therefore becomes:

Vo(t) = A

t∫
−20

e

(
−(τ−t0)2

2σ2

)
.e(−(t−τ)/RC)dτ (4.22)
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where one has now incorporated all of the scale factors into the single constant A. The

lower limit is chosen as -20 to allow the integration to be solved numerically: at this point

the function is negligibly close to zero. This numerical integration was carried out by the

program Maple, giving the following result:

Vo(t) =

√
2πAσ

2
e

(
−1/2

2tRC−2t0RC−σ2

RC2

)
×(

erf

(√
2 (tRC− t0RC− σ2)

2σRC

)
+ erf

(√
2 (20RC + t0RC + σ2)

2σRC

)) (4.23)

where erf is the error function [99]; erf(x) is twice the integral of the Gaussian distribution

with mean 0 and variance of 1/2:

erf(x) =
2√
π

∫ x

0

e−t2dt

Having found the functional form of this RC-filtered Gaussian, the next step is to fit this

Gaussian with its 4 independent parameters — RC time constant, t0, σ and A — to the

data: this was accomplished in Matlab using the fminsearch function. fminsearch takes an

input function and, by varying any number of specified input parameters (constants upon

which the function is dependent), finds the minimum of that function. In this case, the

function to be minimised is a χ2: this is calculated using the data points for the recorded

BPM data (such as that shown in Fig. 4.19) and those generated using Eq. (4.23) with the

fitted parameters for discrete time intervals. Minimising the χ2 of these two curves involves

varying the four input parameters until χ2 reaches a minimum value. For the purposes of

the fit, the χ2 was defined in the following way:

χ2 =
k∑

i=1

(yi − Vo(ti))
2 (4.24)

for k data points yi and fitted function Vo(t) at discrete time ti. For an RC-filtered Gaussian

function the fit for one dataset is shown in Fig. 4.24.

Fig. 4.24 uses the same raw data shown in Fig. 4.19, page 106. Two of the fitted values

(RC and σ) are shown on the plot: since one is no longer dealing with a real RC circuit but

with raw time constants, RC is given as τ . It is a measure of the validity of the χ2 fit that

the value of τ produced by fminsearch is around a nanosecond, as one would expect from

the width of the pulse.

It is also possible to model the bunch train as a square pulse. Although functionally

this is more complex due to the discontinuities inherent in a step function, it becomes very

simple analytically if one splits the modelled response into 3 parts. If one assumes that the

bunch train has a uniform charge distribution and passes through the X-band BPM between

time t1 and t2, then prior to t1 the response of the BPM is necessarily zero. Between t1 and

t2 the response has the form:
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Figure 4.24: RC-filtered Gaussian pulse fitted to raw BPM pickoff data for short pulse beam.

Vo(t) = A
(
1− e−(t−t1)/RC

)
(4.25)

Eq. (4.25) describes an exponential decay from zero towards the value A: in the case of the

BPM pulse fit A is the peak or plateau value of the step function. After time t2, the response

becomes:

Vo(t) = A
(
1− e−(t2−t1)/RC

) (
e−(t−t2)/RC

)
(4.26)

Eq. (4.26) describes an exponential decay towards zero from a value A
(
1− e−(t2−t1)/RC

)
:

this is the predicted output level of the BPM at time t2 from which the RC nature of the

response causes the signal to decay exponentially towards zero. Again the fit is produced

using fminsearch; the four input parameters are still RC, t0, σ and A, but now a small

modification is made to account for the square rather than Gaussian shape of the pulse: t0
is now defined to be the centre of the square pulse and σ as half the width of the pulse.

Therefore t1 = t0 − σ and t2 = t0 + σ; the χ2 is calculated in the same way as for the

RC-filtered Gaussian. The fit of the X-band BPM response to a square pulse input with the

BPM data is shown in Fig. 4.25; the data is the same as that shown in Fig. 4.24.

Although the fit for the leading edge of the pulse is better than that for a Gaussian

pulse, this is offset by the poor fit for the falling edge, resulting in a larger time constant τ .

However one can again see that the fitting process produces results of the correct order of

magnitude, since τ , at 1.234 ns, is only ∼15% larger for the square pulse than the Gaussian

fit. It is therefore a plausible deduction that the BPM behaves with characteristics similar

to that of an RC circuit, with a time constant on the order of 1.2 ns.
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Figure 4.25: RC-filtered square pulse fitted to raw BPM pickoff data for short pulse beam.

An improved fitting procedure was written by Gavin Nesom in an attempt to characterise

the ringing that appears at around 33 ns [100]. The hypothesis was that this ringing was

caused by a signal reflection from one part of the processor circuit, which would then travel

back to the BPM pickoff, reflect off the pickoff, invert and follow the original signal with

a measurable time delay. The fitting routine using fminsearch was modified to model the

reflection by inverting, shrinking and delaying the original signal and adding it to the original.

The number of fitted parameters was expanded to six to include the magnitude of the

reflection (denoted by B) and the time delay between the original BPM signal and the

reflected signal, tr. A necessary boundary condition on the fit was that the previous fit

parameters of τ and σ are the same for the reflection as the original signal. Both beam

models — of RC-filtered Gaussian and square pulses — were used for this improved reflection

model.

The results for each fitting method are shown in Figs. 4.26 and 4.27, with various fitted

parameters shown in Table 4.48, including the ratio of the magnitudes of the reflected signal

to the original signal, B/A. The first point to note is that the quality of the fit is better, as

indicated by the smaller relative χ2 for each fit type (cf. Figs. 4.24 and 4.25). Secondly, the

proposed model, with a primary signal plus a reflected signal, does appear to fit the data:

in fact, well enough to assume that this is actually the cause of the overshoot that one sees

on the raw BPM signal.

The SMA cable that connects the BPM pickoff to the BPM processor is ∼50 cm long,

with a Teflon dielectric that gives it a signal transmission speed of 0.6c [92]. The average time

delay between primary and reflected signals is 6.21 ns, which, at a speed of 0.6c, is 1.12 m,

8The definition of σ for the two pulse types is different: the Gaussian pulse uses the usual definition, with
∼63% of the particles in the bunch contained within ±1σ; for the square pulse, σ is half the pulse width.



4.5 BPM Pickoff Response 115

Figure 4.26: RC-filtered Gaussian pulse with signal reflection fitted to raw BPM pickoff data
for short pulse beam. The number B/A gives the ratio of the magnitudes of the primary
pulse to the reflected pulse.

Figure 4.27: RC-filtered Square pulse with signal reflection fitted to raw BPM pickoff data
for short pulse beam. The number B/A gives the ratio of the magnitudes of the primary
pulse to the reflected pulse.
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Fitted parameter Gaussian pulse Square pulse
RC (τ) 1.46 ns 1.52 ns

Pulse size (σ) 0.79 ns 1.16 ns
Ring amplitude (B/A) 0.12 0.12

Ring delay tr 6.22 ns 6.20 ns
χ2 0.070 0.066

Table 4.4: The final values of the fitted parameters used for the two types of fit for the single
pickoff response of the X-band BPM.

approximately twice the length of the SMA cable. The likelihood is that the reflection is

caused by the connection of the SMA cable with the BPM processor: this could either be the

RF input of the mixer, or the 10 dB attenuator connected between the SMA cable and mixer

input. The amplitude of the reflected signal is 0.12 of the primary signal: this corresponds

to a signal power loss of 18.4 dB. It is therefore impossible that the reflection comes after the

10 dB attenuator (i.e. at the mixer input), since the reflected signal would be attenuated by

at least 20 dB from the two extra passes through the attenuator. The measured S11 reflection

at 11.424 GHz of a similar 15 dB attenuator9 was 13.15 dB; the average measured S11 for

the top pickoff, as shown in Fig. 4.9(a), page 94, is 7.3 dB and the measured signal loss in

the SMA cable was 0.66 dB, giving a total signal loss of 13.15 + (2× 0.66) + 7.3 = 21.77 dB.

It is probable therefore that the reflection seen in the BPM signal is due to a reflection off

the attenuator on the mixer RF input. A number of solutions were suggested to solve this

ringing problem.

1. Insert an isolator into the signal path between the BPM pickoff connector and the SMA

cable used to carry the signal to the BPM processor. This would prevent any reflected

signal from being able to re-enter the BPM and reflect off the BPM pickoff. However, by

inserting another component into the signal path, this may cause a separate reflection

from the isolator, causing the very effect that it is designed to prevent.

2. Make the BPM-to-processor signal time shorter. This is achieved by using faster,

shorter SMA cable to carry the signal between BPM and processor. The conformal

SMA cable used for the single pickoff tests could be replaced by short lengths of semi

rigid cable, which has a transmission speed of ∼0.8c [30]. By making the signal time

shorter, any reflection is absorbed into the main pulse, since it arrives much earlier,

rather than arriving at a noticeable time later. The disadvantage of using this method

is that the BPM processor (and in particular the mixers) is very sensitive to radiation

damage, so it has to be shielded: this shielding must be placed beneath the BPM,

limiting the minimum distance that the processor can be placed from the BPM.

3. Use highly attenuating cable to carry the signal from BPM to processor. By attenuating

the signal along its entire path, the signal level is reduced to a level still acceptable to

9The 15 dB attenuator was used as the original 10 dB attenuator could not be located at the time the
measurement was made. It is possible that the S11 loss for the 10 dB attenuator is smaller than that measured
for the 15 dB attenuator, giving a value for the total attenuation closer to the measured reflection.
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the mixer. Any reflections will be reduced by twice the loss of the cable, reducing them

below a measurable level. Also, by using lossy cable rather than a single attenuator,

there is no obvious component junction that could cause a reflection.

Eventually, for reasons of convenience and cost, the first two options were chosen. It

was also felt that, in the interests of maximising the difference signal (see Section 4.6), the

inherent signal loss of highly attenuating cable would offset the advantages detailed above.

In measuring a position signal, a small difference signal has to be produced by subtracting

the two very large raw signals from opposing pairs of pickoffs: by attenuating the entire

signal, rather than just the sum signal used for charge measurement (as is the case with

the current processor), there is a corresponding reduction of the difference signal, the very

signal one is trying to maximise. Such a deterioration in the signal-to-noise ratio of the

difference signal, and hence the BPM position measurement, was deemed unacceptable. The

full processing scheme used to measure the short and long pulse position response of the

BPM is detailed in the next section.

4.6 The FONT BPM Processor

Although the BPM processor described in the previous section is suitable for use with a single

BPM pickoff, a more sophisticated version is required to fully process the signal from oppos-

ing pairs of pickoffs. In order to provide a measure of beam position, the simplest method

of signal processing is the difference-over-sum (∆/Σ) method, as described in Section 4.1.1:

y =
∆

Σ
=
T −B

T +B
(4.27)

As such, the signal produced by (T − B) is referred to as the Difference signal and

(T + B) as the Sum signal. The usual processing method, in the NLCTA striplines for

example, is to extract the raw signals from each pickoff, then process the signal offline with

some sort of dedicated microprocessor. However, this method of signal extraction is of no

use to an experiment that requires an immediate signal response from the BPM: a signal

must be extracted from the BPM on nanosecond timescales in order to provide a position

measurement rapidly enough to make a number of corrections to the beam position. As

such, a new processor was assembled to enable a rapid signal to be extracted from the BPM.

The block diagram for the BPM processor is shown in Fig. 4.28; a photograph of the actual

setup around the BPM is shown in Fig. 4.29.

The processor is a variation of the ∆/Σ method as mentioned above. In order to produce

each of these signals, the signal from each of the pickoffs is split by a 2-way stripline split-

ter/combiner10, with one half of the signal used for the sum signal and the other half used for

the difference signal. The sum signal was produced by adding the two raw pickoff signals in

phase with one another, through another splitter/combiner, and mixing the resulting signal

10The 2-way Splitter/Combiners used were Pulsar Microwave 2-way stripline power dividers, part no.:
PS2-16-450/8S [101].
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Figure 4.28: Block diagram showing the components for the FONT BPM processor. The
components marked ‘∆φ’ are phase shifters.

down to DC. This produces a signal whose magnitude is no longer dependent upon position,

but only the charge of the passing bunch. Before allowing this signal into the mixer, a 10 dB

attenuator is used to prevent this sum signal from overdriving the mixer input and causing

a nonlinear signal response or damage to the mixer11. Two phase shifters12 were used in

the sum signal path of both pickoffs to ensure that there was no phase difference between

the two signals and that the signal attenuation was the same for both signals; the full phase

setting procedure is described in Section 4.6.2.

Since the signal processing had to be carried out at both high frequency (11.424 GHz)

and high speed (O(5 ns)), it was deemed more advantageous to subtract the two pickoffs

before downmixing to provide the required difference signal. The BPM processor takes

advantage of the fact that subtracting two in-phase CW signals is the same as adding two

out-of-phase signals. In order to subtract the two signals at X-band, a 180◦ relative phase

shift is introduced into the signal path of the top pickoff via another phase shifter. In other

words, before combining the signals from the pair of pickoffs to produce the difference signal,

the top pickoff signal is delayed by exactly half a cycle of X-band: this is 44 ps. The two

out of phase pickoff signals are now added in the same way as the sum signal, through a

splitter/combiner. It is apparent that the two signals now being subtracted are no longer

identical for a perfectly centred beam, due to the introduction of the 44 ps delay. However,

it was expected that such a small time delay between the two pickoff signals (two orders

of magnitude smaller than the time response of the BPM; see Section 4.5.2) would produce

a negligible difference in signal magnitude and produce an accurate difference signal. In

order that both of the pickoff signals used to produce the difference signal were of the same

magnitude, a 1 dB attenuator was used in the signal path of the bottom pickoff, at the same

relative location as the phase shifter, to match the signal attenuation of the phase shifter.

11The mixer output becomes nonlinear with an RF input greater than +5 dBm, as can be seen
in Fig. 4.23, page 110.

12All the phase shifters used were MCE/Weinschel coaxial phase shifters; model no.: 980-4 [102].
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Figure 4.29: The FONT BPM processor. The 4-way splitter carrying the X-band reference
signal can be seen in the bottom left of the picture; the top connector carries the reference
signal for the sum signal, with the third used for the difference signal and the second used
to pass the signal out to the DAQ system outside the tunnel. Semi-rigid cabling is used
between the isolators, connected directly to the BPM pickoffs, and the first set of splitters;
conformal cable is used between the splitters in the difference path.
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No attenuator is needed before the input to the difference mixer as the subtraction produces

a significantly smaller signal than the addition used in the sum path.

A number of improvements were made with the full two pickoff processor over the single

pickoff version (Section 4.4), as discussed on page 116. Isolators13 were introduced into the

signal path, connected directly to the SMA output connector of each pickoff. This prevents

any reflected signal from any of the components in the signal path from reflecting back into

the BPM. The cabling between the isolators and first set of splitters was also shortened

and replaced with faster semi-rigid SMA cabling. In addition, the cable lengths between

components were made as short as possible — usually the length of a single male-to-male

SMA connector required to connect one RF component to the next — with only the difference

path making use of two short lengths of conformal cable (see Fig. 4.29). Finally, the Gunn

diode was replaced with a dedicated X-band amplifier.

4.6.1 The X-band Amplifier

4 * #4-40 UNC-2B*0.19 DP

0.911.15

2*0.37

4 *0.125  THRU0.12

1.43

0.03
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Figure 4.30: Schematic diagram of the X-band amplifier, showing the external dimensions;
dimensions are in inches [104].

In order to provide a stable X-band reference signal for the BPM, the Gunn diode ar-

rangement (as described in Section 4.4.3) was replaced with a dedicated X-band amplifier.

The amplifier used for FONT was produced by Transcom Inc. of Taiwan; the specifications

for the amplifier are shown in Table 4.5, with the external dimensions shown in Fig. 4.30.

The amplifier requires a 12 V, 1.5 A DC voltage supply: this was provided by a DC power

supply unit located outside the tunnel and carried into the tunnel via BNC cable. The same

X-band reference signal used as the source signal for the Gunn diode was used for the am-

plifier, carried into the tunnel from the NLCTA RF system via 3/8-in. heliax cable. Before

installation, the gain of the amplifier was briefly measured with a known input power, at

13The isolators used were Nova Microwave connectorized SMA isolators, model no.: 1070IES [103].
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Model no. TC005731K1
Frequency 11.424 GHz
Bandwidth 200 MHz min.

1 dB compression point +30 dBm min.
Minimum Gain 35 dB (below 1 dB point)
Supply voltage +12 V DC

Maximum supply current 1.5 A

Table 4.5: The operating specifications and component ID of the FONT X-band ampli-
fier [104].

Input Power Output Power Gain
-10 dBm 27.3 dBm 37.3 dB
0 dBm 31.3 dBm 29.3 dB
2 dBm 31.3 dBm 27.3 dB

Table 4.6: Measured signal gain and output power for X-band amplifier for 3 input powers.

11.424 GHz, supplied by a Gigatronics Model 7100 Synthesised Signal Generator: the results

are shown in Table 4.6. It is clear from this brief test that the output power tops out at just

over 31 dBm, corresponding to a maximum output power of 1.35 W; it should be noted that

this exceeds the maximum power output of the Gunn diode (cf. Section 4.4.3, page 104). For

a supply voltage of 12.003 V, the amplifier drew a measured current of 1.31 A. Also mea-

sured were the phase and frequency stability of the amplifier output signal: no measurable

deviation from the specified operating parameters was observed.

The amplifier was installed underneath the beampipe in the NLCTA tunnel in place of

the Gunn diode. Before installation it was mounted to a large metal heat sink, since the

large quantity of heat generated by the amplifier during operation caused it to overheat and

the power output and gain to drop significantly. The underside of the amplifier was first

covered with a silicon gel, to provide a good thermal contact, then firmly bolted to the heat

sink with four bolts. Once installed in the tunnel, the amplifier assembly was protected with

lead shielding to prevent radiation damage. A 12 cm fan was placed within the shielding

to encourage air flow and provide further cooling for the amplifier; small gaps were left at

various points in the shielding to aid air circulation. The full amplifier assembly is shown

installed in the NLCTA tunnel with some of its lead shielding in Fig. 4.31. As before,

the output signal from the amplifier was split using a 4-way splitter/combiner14; this was

connected to the amplifier via a 30 cm length of conformal SMA cable and an attenuator.

The attenuator was used to set the reference signal for the mixers to the correct power and

was set at 2 dB. Using one of the unused outputs of the 4-way splitter, the power output of

the amplifier (and therefore the LO input power to the BPM processor mixers) was measured

to be 17.44 dBm, compared to a required input power of 17 dBm. After 24 hours continuous

running the power output had dropped to 16.87 dBm; this level remained unchanged after

14The 4-way Splitter/Combiner used was a Pulsar Microwave 4-way stripline power divider, part no.:
PS4-12-452/7S [105].
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Figure 4.31: The X-band amplifier: the RF input is on the left, with the X-band reference
signal brought in on 3/8-in. heliax. The output is on the right: a 2 dB attenuator is used
to drop the signal to the correct level. Power is supplied via the two pins at the top of the
amplifier. The fan on the left is used to cool the enclosure; the amplifier is mounted to a
black heat sink to prevent it overheating.

a further 24 hours. The fourth output of the 4-way splitter was connected to a power meter

outside the tunnel via 3/8 in. heliax cable, and was used to monitor the output power of the

amplifier at various intervals during data taking.

4.6.2 Phase Matching at X-band

In order to provide the correctly phased signals for addition and subtraction within the BPM

processor, correct setting of each of the phase shifters (see Fig. 4.28, page 118) was essential.

The processor contains 4 phase shifters in total: two are used to match the phase of the sum

signal15, a third sets one path of the difference signal out of phase by 180◦ with respect to

the other, and the fourth matches the relative phase of the LO input for the two mixers. A

fifth phase shifter was used to correctly set the phase of the X-band reference signal once

beam running had started. A procedure for correctly setting the phase of each section of the

processor was put forward by Josef Frisch and followed on each occasion that a) a component

15One of this pair of phase shifters is essentially redundant, since only one is required to adjust the relative
phase between the two signal paths. However, since both the phase and signal attenuation of both paths
had to be exactly matched, it is much simpler to achieve this with a pair of identical phase shifters.
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in the processor was changed or b) after a period of inactivity, usually greater than a week.

Since it would not be possible to run the beam while making the processor phase adjust-

ments, another source of X-band signal had to be used. The best solution found was to drive

each of the horizontal pickoffs with an X-band source and use the coupling between pickoffs

(as shown in Fig. 4.9, page 94) to drive the vertical pickoffs. For this X-band source, the

fourth output of the 4-way splitter from the X-band amplifier was used to drive the right

pickoff via another phase shifter. The two phase shifters in the sum path were adjusted to

both be approximately in the centre of their range; the signal path for the top pickoff was

then disconnected after the isolator and the free ends terminated with 50 Ω terminators.

The unused left pickoff was monitored with an Agilent E4417A Power Meter to measure the

power output of the X-band source. The X-band source phase shifter was then adjusted until

the output of the sum mixer reached a maximum: this indicated that the signal passing into

the BPM and through the connected portion of the processor, via the bottom BPM pickoff,

was in phase with the X-band reference signal when it reached the mixer16. The output of

the sum mixer was measured at 18 mV, with a power output at the left pickoff of 0.80 dBm.

The bottom pickoff was then disconnected after the isolator, with the free ends termi-

nated, and the top pickoff reconnected. The phase shifter in the top pickoff path of the

sum signal was then adjusted until the sum mixer output reached a maximum of 18.5 mV.

Finally, the bottom pickoff was reconnected and the output of the sum mixer measured at

37 mV; the two sum phase shifters in the sum path were then adjusted slightly to confirm

that the signal output of the sum mixer was at a maximum, before being returned to their

optimum positions. The whole procedure was then repeated, this time driving the left rather

than the right pickoff with the X-band source signal and monitoring the power output of

the right pickoff. There was no measurable difference between these results and those ob-

tained by driving the right pickoff, indicating that the phase setting for the sum signal was

likely to be sound; the power output of the right pickoff was measured to be 0.87 dBm. It

should also be noted that a -2 mV offset was measured on the output of the mixer: this

is present whenever a signal is input into the mixer LO port, of suitable amplitude (i.e.

17 dBm for the MH-01-SC mixers) to switch on the diode array inside the mixer. This is a

standard operating feature of mixers, and accounts for the combined signal of 37 mV being

slightly larger than the sum of the two individual signals (18 mV and 18.5 mV) in the above

measurements [56].

Having correctly phased the two signal inputs for the sum signal, it was then necessary

to adjust the difference signal. The X-band source remained driving the left pickoff, with

the X-band source phase shifter left unchanged after the sum measurements in order that

a consistent phase reference was present. With the top pickoff disconnected at the isolator

(and the free ends terminated) and the bottom pickoff connected, the phase shifter on the

LO input to the difference mixer was adjusted to make the signal produced by the difference

mixer maximally negative17. With a power output of 0.93 dBm measured at the right pickoff,

16Due to the multiplication process of the mixer, two completely in phase signals of identical frequency
produce a maximally positive output; for a 180◦ phase difference the output is maximally negative. A phase
difference of ±90◦ between the two signals produces no output.

17The signal was made maximally negative, rather than positive, since the BPM was required to produce
a negative output if the beam was low of centre, and a positive output if the beam was high of centre.
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the difference mixer output reached a maximally negative value of -40 mV; adjusting for the

-2 mV offset of the mixer gives a value of -38 mV. The bottom pickoff was then disconnected

at the isolator (with the free ends terminated) and the top pickoff reconnected. The phase

shifter in the difference signal path from the top pickoff was then adjusted to maximise the

output of the difference mixer at 35 mV, or 37 mV when accounting for the mixer offset.

Finally, the bottom pickoff was reconnected and the output of the difference mixer measured

to ensure a zero output: after setting the phase shifter from the top pickoff to its optimum

position, the output of the difference mixer was measured to be −3.5 mV = −1.5 mV

accounting for the mixer offset. The BPM processor was now considered to be correctly

phased.

A problem exists with this phase setting procedure, however, since it is impossible to use

the true source of X-band signal for these measurements: this signal source is the beam itself.

Since one cannot run the beam whilst a person is in the tunnel, and one cannot adjust the

BPM processor phase shifters from outside the tunnel, the only satisfactory solution was to

drive one of the two unused pickoffs with an X-band signal source. It is highly unlikely that

the phase of a signal produced by injecting a signal into the BPM through one of the unused

pickoffs is the same as that produced by the beam itself. However, the procedure is not

completely without value, since one is concerned with the relative difference between the two

pickoffs. Given that there was no measurable difference in the setting of each phase shifter

when the right, rather than the left pickoff was used as the X-band source, it is probable

that the relative phase of each portion of the BPM processor has been set correctly. It is an

open question how one could test these settings more rigorously, since one cannot inject an

X-band signal into the BPM via the beampipe as the diameter of the pipe is designed not

to pass X-band (see Section 4.3.1).

The final part of the phase setting procedure is to correctly set the phase of the X-band

reference signal. This was to ensure that the two LO inputs to the sum and difference mixers

were exactly in phase with the BPM signal produced in response to the passing beam. An

X-band phase shifter was inserted into the signal path of the reference signal before it entered

the tunnel to allow the phase to be set remotely. The setting of this phase required the beam

to be running, but was not dependent upon the beam pulse type (see Table 3.3, page 77).

Once running, the beam was steered upwards to produce a positive difference signal. Initially

the phase shifter was adjusted to maximise first the sum, then the difference signal. The

phase was then adjusted to find the null points (±90◦ from being exactly in phase, giving

zero output; see footnote 16 on page 123) for both the sum and difference signals.

A phase difference of approximately 20◦ was measured between the sum and difference

output: the phase shifter was therefore set between these two values, 10◦ away from being

exactly in phase with each signal. This 20◦ phase difference is an indication of the inaccuracy

present in the BPM processor phase setting procedure; however, a phase difference between

beam and reference of 10◦ was considered acceptable. For the long pulse beam, a phase

slew of approximately 20◦ was observed along the length of the 170 ns pulse; this was later

corroborated by independent measurements made by Chris Adolphsen. The BPM processor

is largely insensitive to such a phase slew, as long as the reference signal is close to being

exactly in phase with the beam. It was also of note that the majority of this phase slew is
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present at the leading and trailing edges of the pulse, with the central 100 ns of the pulse

stable to ∼5◦. This final phase setting procedure was carried out more often than that

required for the BPM processor, since the reference phase was observed to drift by up to 90◦

over a 24 hour period.

4.7 BPM Short Pulse Response

Although the BPM was designed to measure the full 170 ns long pulse, it was also possible

to use it to measure the 2 ns short pulse beam. The advantage of using the short pulse

beam is that more trustworthy corroborative evidence is available for the BPM position

measurements: as noted in Section 4.2, the NLCTA stripline BPM’s were only sensitive to

beam pulses around a nanosecond in length. For times longer than ∼1 ns, the reflections

caused by the striplines (see Fig. 3.6, page 56) cancel the original impulse beam response,

giving no output. However, for the first 1 ns of the beam pulse, the reflected pulse has not

yet had time to arrive at the front edge of the stripline, so a position measurement can be

made. It is therefore possible to measure the position of the leading edge of the long pulse

beam, but a much more accurate measurement is possible for the short pulse beam.

Data from the NLCTA stripline BPM’s is recorded using the NLCTA section of the SLAC

Control Program (SCP). The SCP can record both the x and y position as measured by the

BPM, plus the Total Measured Intensity (TMIT): the TMIT measurement is similar to the

sum signal produced by the FONT BPM processor and is a measure of the beam charge

observed by the BPM. Due to the multiplexing used in the stripline BPM data acquisition

system, only one plane is recorded for each beam pulse i.e. only x or y can be recorded for

any single pulse, plus the associated TMIT. As such, when using the SCP to record data,

it is only possible to record beam position for one of the two axes. Two methods of data

collection are available: buffered data and correlated data. Buffered data acquisition is the

measurement of n consecutive pulses for identical beam conditions. Correlated data, also

known as ‘correlation plotting’, is the acquisition of n consecutive pulses while incrementally

changing the beam orbit; this usually involves the steering of the beam with one or two

dipoles, and correlating the beam position measured at each BPM to the current/field of

each dipole.

For the FONT BPM tests, only the y position of the beam was measured, since the FONT

BPM was only set up to record the vertical beam position. The SCP was programmed to

record the Y position and TMIT of 7 NLCTA stripline BPM’s: 1451, 1551, 1651, 1761, 1811,

1871 and 1921. Each BPM is mounted inside a quadrupole magnet: the location of each

of these BPM’s, along with the FONT BPM, is shown in Fig. 4.32. The most important

of these BPM’s is 1761, since the FONT BPM is installed just upstream and there are no

magnetic elements between them; it is possible therefore to use the position measurement

of BPM 1761 as a comparable measurement for the beam at the FONT BPM, since there

is only ∼40 cm of drift space between the two. The output signals from the FONT BPM

processor were brought out of the NLCTA tunnel on 3/8 in. heliax cable and connected to

a Tektronix digitising oscilloscope. Using the scope’s GPIB interface and a GPIB-TCP/IP
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interface box, the data for each pulse was extracted from the scope by a PC running Matlab,

allowing the DAQ and data manipulation to be integrated into a single Matlab routine.

4.7.1 X-band BPM Short Pulse Impulse and Position Response

Figure 4.33: The raw difference signal produced by the FONT BPM processor for the short
pulse beam. Note the large overshoot that appears at 50 ns; plot shows 20 beam pulses.

The sum and difference outputs of the FONT BPM processor in response to the short

pulse beam are shown in Figs. 4.33 and 4.34; the corresponding output of Toroid 1750,

situated between the FONT BPM and BPM 1761, is shown in Fig. 4.35. For these mea-

surements, the beam was steered as close to the centre of the BPM as possible using the y

corrector (YCOR 1650) of QD1650, the quadrupole upstream of the BPM. YCOR 1650 was

chosen as there is only drift space between QD1650 and the FONT BPM. The first clear

feature is the enormous double peak that appears on the BPM difference signal. Since the

difference signal is a convolution of both beam position and charge, this would appear to

indicate that the position varied wildly midway through the pulse, since the charge cannot

be negative. A greater analysis of this signal overshoot is given in Section 4.7.2.

However, even though the BPM does not produce an expected position signal, it does

appear to produce a response that varies with position. This can be seen in Fig. 4.36:

this figure shows the variation of the BPM difference signal as a function of the integrated

field, B.dL (in Gauss-metres), of YCOR 1650. An increasing field strength of YCOR 1650

corresponds to the beam being steered upwards: the beam is at its lowest at the FONT BPM

for B.dL = −2.0 G-m and at its highest for B.dL = 4.0 G-m. If the BPM were performing in

an ideal way, the profile for each pulse should follow the shape of the sum signal (Fig. 4.34),

with a magnitude proportional to the beam position i.e. a positive peak for a beam high
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Figure 4.34: The raw sum signal produced by the FONT BPM processor for the short pulse
beam; plot shows 20 beam pulses.

Figure 4.35: The output of toroid 1750 for the short pulse beam; plot shows 20 beam pulses.
The output (until the ringing starts at ∼35 ns) is similar to that of the FONT BPM sum
signal (Fig. 4.34).
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(a) 4.0 G-m (b) 2.5 G-m

(c) 1.29 G-m (d) 1.29 G-m

(e) -0.5 G-m (f) -2.0 G-m

Figure 4.36: The raw difference signal produced by the FONT BPM processor for 6 datasets
of 10 measurements recorded at 5 different beam positions. Figure titles give the integrated
magnetic field of YCOR 1650 for each beam position.
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Figure 4.37: Normalised FONT BPM position vs. BPM 1761 position for 20 beam pulses at
35 different magnet settings. Normalised position is the max −min signal divided by the
mean of the corresponding sum signal. The red line is a line of best fit produced through a
χ2 minimisation.

Figure 4.38: BPM 1761 y position as a function of the integrated field, in G-m, of YCOR
1650 for 20 beam pulses at 35 different magnet settings. ‘BACT’ is the ‘actual’ integrated
magnetic field, as calculated from the measured current in the magnet. The red line is a line
of best fit produced through a χ2 minimisation.
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of centre and a negative peak for a beam low of centre. It would initially appear that, for

each of the beam pulses shown in Fig. 4.33, there is no such correspondence between beam

position and pulse magnitude, primarily due to the double peak that appears in the centre

of most of the pulses. However, closer inspection reveals that the relative height of the

two central peaks (one positive, one negative) does show an approximate dependence on the

magnet field strength. By taking the difference between these two peaks (i.e. max−min), an

approximate correspondence is observed between the FONT BPM signal and the measured

beam position.

The y position measured by BPM 1761 is shown plotted against the normalised posi-

tion for the FONT BPM in Fig. 4.37 for 20 pulses at 35 different magnet strengths: the

normalised position is produced by dividing the max − min signal, for each pulse, by the

mean value of the sum signal over the length of the pulse, in an approximation of the ∆/Σ

method. This plot should be compared to Fig. 4.38, which shows the variation in vertical

beam position, as measured by BPM 1761, as a function of the integrated field strength

of YCOR 1650. Fig. 4.38 clearly shows that there is a smooth linear relationship between

the variation of dipole field strength and the measured beam position downstream of that

magnet: this is exactly what one would expect, given that there are no magnetic elements

between YCOR 1650 and BPM 1761 (see Fig. 4.32). Due to the short pulse length, the

position as measured by the stripline BPM can be taken as a good measurement of actual

beam position, not only at BPM 1761 but also at the FONT BPM just upstream18. As

such, Fig. 4.37 shows that, although the FONT BPM performs considerably less well than

the stripline, it does respond to some degree to the actual position of the beam. Although

the large spread in the normalised position of the FONT BPM is a significant fraction of the

full measured range — 0.4 normalised units spread for a full range of 1.4 normalised units

— there is still a clear trend that follows the line of best fit.

Fig. 4.37 also shows that the electrical centres of the FONT BPM and BPM 1761 are

closely matched, since the fitted line passes very close to (0,0). However, it is also apparent

when comparing Fig. 4.37 to Fig. 4.38 that the signal noise that appears on the normalised

X-band BPM signal is not a result of actual jitter on the beam, since the position as measured

by BPM 1761 shows an r.m.s. vertical beam jitter of ∼70 µm: this is much less than the full

range of 5 mm. The jitter on the X-band BPM normalised position measurement is some

20 times larger than that of the stripline BPM and is therefore likely to be a result of poor

measurement by the X-band BPM, rather than true beam jitter. Another example of the

poor short pulse performance of the FONT BPM is shown in Fig. 4.39. The peak output of

the FONT BPM sum signal is plotted against the peak output of the toroid for each pulse.

Given that both of these methods should give accurate measurements of the bunch charge

of the beam, the distribution that appears in Fig. 4.39 is alarming: the expected positive

linear relationship between two devices measuring the same quantity is clearly absent. No

satisfactory explanation for this behaviour has yet been put forward. It is clear, however,

that the X-band BPM behaves poorly in response to the short pulse beam.

18It is possible that the stripline BPM response may become nonlinear for a beam that is a significant
fraction of the beampipe diameter away from the centre [30, 61]. A dipole magnet, however, should show no
such nonlinearity, so the fact that such a clear linear response is evident in Fig. 4.38 is an excellent indication
that the position as measured by the BPM is correct.
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Figure 4.39: The sum signal of the X-band BPM as a function of the toroid output for 700
pulses with the short pulse beam. Both signals are calculated using the peak value of each
pulse.

4.7.2 Analysis of BPM “Overshoot”

As mentioned in the previous section, the double peak (henceforth referred to as “overshoot”)

that appears on the BPM difference signal (Fig. 4.33) was unexpected: due to the sharpness

of this peak and the relative variation of the sizes of the positive and negative peaks with

beam position, as shown in Fig. 4.36, it is unlikely that this peak is a feature of the beam

itself. The likelihood is that this overshoot is due to the BPM processor, with the following

possible explanations:

1. Phase Difference. Given that the phase setting procedure described in Section 4.6.2

produced a phase difference of some 20◦, and that the resulting difference signal was

zeroed at -1.5 mV, rather than zero, it is possible that the overshoot is a result of incor-

rectly setting the phases during this procedure, producing a phase difference different

from 180◦ between the two arms of the difference signal.

2. Timing Error. Even if the two pickoffs are correctly phased to produce the difference

signal, there is no definite evidence that the two pickoffs are not out of phase by 540◦,

rather than 180◦. Although the two pickoffs would be correctly phased, producing the

predicted cancellation, an extra cycle’s delay could produce the overshoot.

A third possible option was that the phase slew across the pulse was causing the overshoot.

As observed with the phase setting procedure, there is approximately a 20◦ phase slew over

the length of the pulse. If the centre of such a signal was 90◦ out of phase with the reference
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signal, then the result of mixing two such signals together would produce a signal with zero

output at this 90◦ point. The sign of the signal would then be positive before and negative

after this 90◦ point if the reference signal was 90◦ ahead of the beam signal; the opposite

would be true if the reference signal was 90◦ behind. However, the phase difference between

reference and difference signals was only about 10◦ (see Section 4.6.2, page 124). Therefore,

such an effect would not be noticeable, since the phase difference between the difference and

X-band reference signals was set to be no more than 20◦.

Figure 4.40: RC-filtered Gaussian pulse used to simulate bunch train for short pulse beam.

In an attempt to diagnose the cause of the problem from the two remaining possibilities,

the various BPM signals input to and produced by the BPM processor were simulated in

Matlab. The first task was to correctly simulate the pulse output by the BPM in response

to the short pulse beam. In order to produce this beam pulse, the RC-filtered Gaussian

pulse that was previously generated as part of the characterisation of the BPM response

was used (see Section 4.5.2, page 111). The fitted parameters shown in Fig. 4.24 were used

to produce the simulated pulse of Fig. 4.40. This pulse shape — simulating a Gaussian

distribution of charge along the length of the bunch train — was considered to be a better

approximation than that produced by the RC-filtered square pulse when compared to the

real BPM sum signal data shown in Fig. 4.34. The Gaussian pulse shape was then used to

modulate an 11.424 GHz signal to produce a facsimile of the real X-band output of each

pickoff in response to the beam.

The initial hypothesis was that an extra delay of 88 ps — one cycle of X-band — was

causing the overshoot seen in the BPM difference signal. Two identical pulses were therefore

created, as described above, in order to simulate the signal produced by the top and bottom

pickoffs in response to the short pulse beam. They were then used to modulate an X-band

signal to produce the true X-band output of each pickoff. The signal representing the bottom
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Figure 4.41: Two RC-filtered Gaussian pulses, used to simulate the short pulse response for
the top and bottom pickoffs with a 132 ps delay between pickoff signals. The top pickoff is
shown in blue, with the delayed bottom pickoff shown in red.

Figure 4.42: X-band signal modulated with two RC-filtered Gaussian pulses, used to simulate
the short pulse response for the top and bottom pickoffs with a 132 ps delay between pickoff
signals. The top pickoff is shown in blue, with the delayed bottom pickoff shown in red.
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Figure 4.43: The leading edges of the signals shown in Fig. 4.42: note the magnitude differ-
ence between the two pulses corresponding to the 132 ps delay. The top pickoff is shown in
blue, with the delayed bottom pickoff shown in red.

Figure 4.44: The simulated X-band signal produced by adding the two pulses shown
in Fig. 4.42: the phase of this signal contains the information on whether the resulting
downmixed pulse will be positive or negative.
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pickoff was then delayed by 132 ps with respect to the top signal: this is a delay of 11
2

cycles

of X-band, corresponding to a 180◦ phase delay plus an extra cycle of delay introduced

erroneously. The simulated pulse envelopes are shown in Fig. 4.41, with the resulting X-

band signals shown in Fig. 4.42. An enhancement of the first 2 ns of Fig. 4.42 is shown

in Fig. 4.43: note that the blue trace corresponding to the top pickoff signal can be seen to

rise earlier than the red trace (bottom pickoff) as a result of the 132 ps delay in the bottom

pickoff signal introduced into the simulation. The next stage in the processor is to subtract

these two signals produced by the BPM pickoffs: this is achieved by adding the two signals,

through a splitter/combiner (see Section 4.6 and Fig. 4.28, page 118), and produces the

signal shown in Fig. 4.44.

Figure 4.45: The simulated downmixed X-band signal produced by mixing the pulse shown
in Fig. 4.44 with an X-band reference signal and low pass filtering the resulting output. The
DC component, output by the mixer, is shown overlaid in black: this is the difference signal
output by the FONT BPM processor. Note the similarity to the measured difference signal
shown in Fig. 4.33, page 127.

After subtracting the two raw pickoff signals to produce a difference signal at X-band,

the final processor stage is to mix this difference signal at 11.424 GHz and low-pass filter it

to recover the DC component. The mixed signal is produced by multiplying the difference

signal with a reference signal at 11.424 GHz: the phase of this reference signal is crucial,

since it must be exactly in phase with the original beam pulse. In terms of the simulation,

this means that the reference signal is exactly in phase with the modulated X-band signal

used for the top pickoff. The resulting signal is a convolution of the sum and difference

frequencies (see Eq. (3.11), page 60): as before, the DC difference frequency is the signal of

interest; the 22.848 GHz sum frequency is removed by low pass filtering. The low pass filter

used for the simulations was a 4-pole Bessel filter with fc = 200 MHz, as is used for the real

BPM processor. The downmixed signal is shown in Fig. 4.45: the mixed signal is shown in
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(a) High beam (b) Low beam

Figure 4.46: The simulated downmixed X-band signal for (a) high and (b) low beams. The
DC component (i.e. the recorded difference signal) is shown in black, with the full mixed
signal shown in red (cf. Fig. 4.36, page 129).

red, with the filtered DC component shown in black. Note that this signal is surprisingly

similar to the true FONT BPM difference signal shown in Fig. 4.33, but with the peaks

reversed. The reason for this peak reversal is that, in the simulation, the signal from the

bottom pickoff arrives later than that from the top pickoff; in the real processor it is the

other way round (see Fig. 4.28, page 118).

In addition to the centred beam, both a high and low beam were simulated by increasing

the magnitude of one of the signals shown in Fig. 4.41 with respect to the other by 10%.

No attempt was made to ascertain the actual signal ratios for a particular beam position;

it was not anticipated, however, that this would cause any problems with the realism of the

simulation19. The simulated response for an off-centre beam is shown in Fig. 4.46: again, note

the similarity between these simulations and the actual difference signal shown in Fig. 4.36.

Although in each case one of the two peaks shrinks noticeably — the positive peak for a low

beam and the negative peak for the high beam — it is still present in each case. This ‘peak

shrinking’ can also be seen in the real difference signal for the various beam positions shown

in Fig. 4.36.

Having simulated the beam for an 88 ps error in the relative signal paths of the two

pickoffs, the next step is to compare this result to the X-band BPM output for the correct

signal delays. The simulation proceeds in the same way as described above, but with a

relative delay between the two pickoffs of 44 ps rather than 132 ps. This 44 ps delay is used

to turn the addition of the two signals into a subtraction at X-band, as described previously.

The simulated downmixed difference signal for a 44 ps signal delay is shown in Fig. 4.47.

19Roughly speaking, a 10% signal difference of this nature corresponds to a 10% larger signal pickup on
one pickoff with respect to the other i.e. the beam is closer to one pickoff by 10% of the pickoff spacing. For
a cavity size of 35 mm, this corresponds to a beam off-centre by 1.67 mm, not an unreasonable figure given
the range shown in Fig. 4.38.
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Figure 4.47: The simulated downmixed X-band signal produced for the ideal time delay
between pickoffs of 44 ps; the DC component, output by the mixer, is shown overlaid in
black. Note the similarity to the measured difference signal shown in Fig. 4.33, page 127.

Note that the signal shape in Fig. 4.47 is almost identical to that shown in Fig. 4.45. The

only obvious difference between the two figures is the magnitude of each of the two peaks

in both figures, which are noticeably larger for the longer time delay shown in Fig. 4.45:

the output signal, shown in black, for the 44 ps delay of Fig. 4.47 is around 7.5 mV, about

a third of the magnitude of the same signal in Fig. 4.45 at 22 mV. This point is crucial:

the implication is that, for a perfectly functioning X-band BPM, the electronics will still

produce the double peaked signal seen in Fig. 4.33. Even as small a difference in signal

path as 44 ps makes the difference between an exact cancellation with a centred beam and

the large peaks resulting from an inexact cancellation that appear in the real signals. This

surprising result is due to the nature of the difference-over-sum procedure, where one takes a

very small difference of very large signals: the very small time difference produces the same

small signal difference, but due to the large raw signals produced by each pickoff this inexact

cancellation produces the enormous double peaks seen in Fig. 4.33. The implication is that

this will also be true for the long pulse beam: a description of the simulation as applied to

the long pulse beam is given in Section 4.8.3, page 147.

In addition to the signal path difference, a phase error was also introduced to the simula-

tion to test the effect of a phase difference between the two signal paths of the top and bottom

pickoffs, resulting from an incorrect setting on one of the phase shifters. The simulation was

identical to that previously described, but with a 10◦ phase difference introduced between

the two signals corresponding to the two pickoffs, rather than a 44 ps time difference (a

10◦ phase error between the reference and difference signals was measured in Section 4.6.2).

The simulation was therefore slightly artificial in the sense that any time delay between the

pickoffs, necessary in the real system to enable signal cancellation by addition, was removed
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Figure 4.48: The simulated downmixed X-band signal produced for a relative phase error
between pickoff signals of 10◦. The DC component is shown overlaid in black: note that it
is essentially zero for the entire pulse.

to try and isolate the effect of the phase difference. The result of this simulation is shown

in Fig. 4.48: again, the mixed signal is shown in red, with the downmixed DC component

shown in black. It is clear to see that the DC component is essentially zero, demonstrating

that the cause of the BPM overshoot is not a result of the phase difference between pickoffs.

The conclusion is that the true cause of the BPM overshoot, or double peak, is the nec-

essary 44 ps delay introduced into the processor to enable signal cancellation at X-band.

It is therefore possible to refute the initial claim that this time difference would make no

difference to the resulting downmixed signal (see page 118). Given the timescales involved,

and comparing this time delay to the fitted time constant of the BPM of 1.5 ns (see Sec-

tion 4.5.2), it is indeed surprising that such a small time delay should make a difference. It is

an interesting question as to the point at which a relative time delay in the raw BPM pickoff

signals no longer becomes important: clearly, on the basis of these simulations, the delay

must be substantially more than two orders of magnitude smaller than the time response of

the BPM pickoff before it becomes negligible.

4.8 BPM Long Pulse Response

Although the attempts to measure the position of the short pulse beam, as detailed in the

previous section, were largely unsuccessful, a true test of the performance of the FONT BPM

would be in response to the long pulse beam. The maximum pulse length available at the

NLCTA is on the order of 180 ns, being the maximum portion of the X-band pulse used to
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drive the structures that is capable of stable beam acceleration. The maximum usable pulse

length is on the order of 170 ns; the pulse length of the gun itself is around 220 ns. Although a

much better response was expected from the FONT BPM in response to the long pulse beam,

the associated disadvantage was that the position measurement of the NLCTA striplines

would be much less reliable. Since the rise time of the long pulse beam is much longer than

that of the short pulse beam, only those pulses which rise particularly quickly will register

with the striplines, for reasons explained in Section 4.7, page 125. However, the advantage

of the long pulse beam is that a much more reliable output is obtained from the toroid. For

the short pulse, the ringing that appears at the end of the pulse (see Fig. 4.35, page 128)

dominates; for the longer timescales associated with the 170 ns beam such ringing should be

of minor significance.

4.8.1 Charge Measurement

Figure 4.49: The raw output of the BPM processor sum signal (blue) and toroid output
(red) for the long pulse beam; beam pulse is approximately 160 ns long.

As described previously, the BPM processor sum signal should be an accurate repre-

sentation of the beam charge. The long pulse response of the sum signal, along with the

toroid, is shown in Fig. 4.49. The output of the BPM processor sum signal, shown in blue,

is considerably larger than the toroid: this is due to the enhanced beam coupling of the

X-band BPM to the beam as a result of its resonant behaviour. A modified version of this

figure is shown Fig. 4.50, in which the toroid signal is scaled by a factor of five to match the

magnitude of the BPM sum signal. The toroid is considered to be an accurate measure of the

beam charge for the whole train: note that the two curves follow one another very closely.

All of the features that appear on the toroid signal are clearly replicated on the sum signal.
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Figure 4.50: The BPM processor sum signal (blue) and toroid output (red) for the long pulse
beam. The toroid signal is scaled up by a factor of five to show the close profile match with
the sum signal. Data is the same as that shown in Fig. 4.49.

Another demonstration of the close match of these two beam charge measurement methods

can be seen in Fig. 4.51. 6 different pulses are shown, each taken on different occasions: note

the difference in pulse shape between each of the plots. It is clear on this evidence that the

BPM sum signal is, as mentioned previously, as good a measure of the beam charge as the

toroid.

This charge comparison can be taken a stage further by looking at the total charge

measured for each pulse through both methods. By taking the mean signal value for each

pulse, it is possible to compare the total charge measured through each method: this is

shown in Fig. 4.52. In this figure, the mean BPM sum signal is plotted against the mean

toroid signal for each of 130 consecutive pulses. The average signal value is taken between

210 and 370 ns (see Fig. 4.49): the limits are chosen to be wider than the pulse to ensure

that the signal has settled sufficiently. Since the two methods are measuring the same

quantity, one would expect a fit to the data to pass through zero: this can clearly be seen

in Fig. 4.52 with the line of best fit. A χ2 minimisation was used to make a linear fit to the

data, showing the expected one-to-one correspondence between the toroid and sum signal

charge measurements. As such, contrary to the short pulse data the BPM sum signal is an

excellent charge measurement for the long pulse beam. As noted in Section 4.5 the toroid

has a coupling strength of 1.25 V per Amp of beam current [98]. Using the data shown

in Fig. 4.52, the fitted gradient is 3.84, giving a coupling strength of 4.80 Volts per Amp of

beam current for the BPM sum signal.



4.8 BPM Long Pulse Response 142

(a) (b)

(c) (d)

(e) (f)

Figure 4.51: A comparison of the toroid output (red) and BPM sum signal (blue) for 6
different beam pulses. In each case, the toroid is scaled to match the sum signal in order to
show the close profile match between the two. Note that the toroid is generally noisier than
the BPM sum signal.
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4.8.2 Long Pulse Position Response

Having demonstrated that the BPM processor sum signal is an accurate measurement of the

charge profile of a bunch train, the next stage is to examine the difference signal, in order to

show that the ∆/Σ normalisation is effective when applied to the X-band BPM. An example

of the BPM processor difference signal is shown in Fig. 4.53, with the sum signal from the

same pulse for comparison. Since the difference signal is a convolution of both position and

charge, it is clear to see that it has a similar shape to the sum signal. The normalised signal

is produced by dividing the difference signal by the sum signal, and is shown in Fig. 4.54.

The main part of the pulse (between the red lines) corresponds to the actual beam pulse.

The noise that appears either side of this area is a result of the division process used for the

normalisation: the signal here is very small for both sum and difference, so dividing one small

number by another small number leaves one susceptible to small signal variations, which lead

to the large variation seen. Unfortunately there is no method available at the NLCTA for

corroborating the vertical beam position as measured by the FONT BPM. However, using

the basic assumption that the beam should be approximately straight gives a guide as to the

quality of the FONT BPM data. Although the normalised signal produced is approximately

flat, it is unclear whether the slope that appears at the start of the pulse is a genuine beam

effect, an artefact of the BPM response in combination with the BPM processor or a result

of the normalisation process. There are also a number of features, such as the sharp rise at

the start of the pulse, that correspond to features on the charge profile (see Fig. 4.53): these

are dealt with in greater detail in Section 4.8.3.

In an attempt to measure the quality of the position measurement of the FONT BPM for

the long pulse, the SCP was set up to steer the beam with dipole YCOR 1650 (see Fig. 4.32).

10 beam pulses were recorded for 13 field settings of YCOR 1650, with a variation between

settings of 0.5 G-m. Both the integrated dipole field and the position measurement of

stripline BPM 1761 were recorded. The resulting normalised beam positions are shown

in Fig. 4.55. It is obvious at first glance that the pulse shape is repeatable from pulse to pulse:

it also provides more evidence that the performance of the BPM processor is sound20. In

order to correlate the normalised beam position with the dipole field, the mean of each pulse

was taken between 320 ns and 440 ns: this is the region in which the pulse was considered

to be stable and repeatable. A plot of the mean normalised position vs. the integrated field

of YCOR 1650 for each pulse can be seen in Fig. 4.56. The position response shown in this

figure is clearly an improvement over the short pulse position response (Fig. 4.37, page 130).

It would appear from this plot that the normalised FONT BPM output has a nonlinear

response to beam position, since it deviates above the line of best fit in the centre and

falls below it towards either end. However, the larger integrated field of the dipole, and

the associated normalised position measurement, correspond to a rapid fall off of the beam

charge, as can be seen in Fig. 4.57. This figure shows the variation of the beam charge

as a function of the time at which the measurement was made: note that there is a rapid

deterioration in the beam charge after 300 s. This deterioration could be a result of the

beam scraping on the aperture of the FONT BPM, the slope of the curve corresponding

20At least, if there are problems with the BPM processor that are causing the appearance of these artefacts
in the normalised position measurement, they are certainly repeatable.
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Figure 4.52: The mean BPM processor sum signal vs. the mean toroid output for 150 pulses
of the long pulse beam. The line of best fit (red) is produced using a χ2 minimisation; note
that the fitted line has its origin very close to zero, indicating the excellent match between
toroid and sum signal.

Figure 4.53: The BPM processor sum (blue) and difference (black) signals for the long pulse
beam. Each trace is the average of 10 pulses; note that the difference signal has a similar
shape to the sum signal, due to the beam charge density.
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Figure 4.54: The normalised BPM output for the long pulse beam. The normalised output
is produced by dividing the difference signal by the sum signal. The black line marks zero
and the red lines mark the start and end of the pulse (see Fig. 4.53). The noise at the start
and end of the pulse is due to the division of two very small signals (see main text). The
trace is the average of 10 pulses.

to the size of the aperture21. It could also be a result of the general deterioration in the

quality of the beam. When the length of the long pulse beam was extended beyond ∼150 ns,

it was repeatedly observed to remain stable only for about 3 minutes before starting to

deteriorate. If Fig. 4.56 is re-plotted with just the earlier data (corresponding to the first 8

dipole settings), a much better fit is obtained: this is shown in Fig. 4.58. The fit is clearly

better than that shown in Fig. 4.56 as a result of using the high beam charge data. From

this figure, a variation in normalised FONT BPM position of 0.323 normalised units (BPM

units) per Gauss-metre of YCOR 1650 integrated dipole current is obtained.

The final stage in measuring the position response of the FONT BPM to the long pulse

beam is to compare the position as measured by stripline BPM 1761 to the normalised

FONT BPM position. The beam position measured by BPM 1761 is shown plotted against

the normalised FONT BPM position in Fig. 4.59. As one would expect, given the response

shown in Fig. 4.58, the correlation between the two is again linear, to a good approximation.

Again some nonlinear behaviour is evident further away from the centre of the beampipe.

However, by comparing this plot to Fig. 4.60, which shows the response of BPM 1761 as

a function of the integrated field of YCOR 1650, it is likely that the main source of this

21A number of attempts were made to produce a complete 2-D profile scan of the aperture of the beampipe
of the FONT BPM using the integrated charge measured by the toroid and the BPM sum signal. However,
due to the rapid deterioration of the beam, even over the course of a couple of minutes, coupled with the
length of time required to record the position measurements and change the magnet currents, it proved
impossible to do so.



4.8 BPM Long Pulse Response 146

Figure 4.55: The normalised BPM output for the long pulse beam for 13 different beam
positions. The horizontal black line marks zero and the vertical black lines the start and end
of the pulse. The noise at the start and end of the pulse is due to the division of two very
small signals (see main text). Each trace is the average of 10 pulses.

Figure 4.56: The normalised BPM output for the long pulse beam as a function of the
integrated field of YCOR 1650. 13 beam positions were recorded, with 10 beam pulses at
each position. The red line is a line of best fit produced through a χ2 minimisation.
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(a) Mean sum signal (b) Mean toroid output

Figure 4.57: The mean toroid and BPM sum signals for the data shown in Fig. 4.56. Note
the deterioration of both signals at around 300 s, possibly due to the beam scraping on the
aperture of the FONT BPM.

nonlinearity is the stripline BPM response. The data in Fig. 4.60 shows the same ‘S-bend’

shape as that in Fig. 4.59: since this is not present in Fig. 4.58, it is probable that this is

a result of the stripline BPM response and not the X-band BPM. It is therefore likely that

the X-band BPM has a long pulse position response that is very close to linear, for a beam

that is close to its electrical centre.

By examining the data in Fig. 4.59, it is possible to relate the normalised position vari-

ation of the FONT BPM to the actual position variation as measured by stripline BPM

1761: a normalised position of 0.299 ± 0.012 BPM units = 1 mm for the fit to the data

in Fig. 4.6022. It is also possible to put an upper limit on the precision of the normalised

position measurement from the r.m.s. spread on each position. Since this position spread is

likely to be dominated by beam jitter, rather than the precision of either BPM, the lowest

r.m.s. position variation for each dipole setting is used. The minimum r.m.s. jitter on the

stripline position is 22 microns (for the positions measured at ∼1 mm offset). The cor-

responding minimum jitter for the FONT BPM normalised position is 0.0069 BPM units

which, using the previously measured scale for the normalised position variation corresponds

to an r.m.s. jitter of 23 microns. Note that both these values are smaller than the previously

measured beam jitter shown in Fig. 3.26, page 79. Given the sensitivity of the beam varia-

tion over a timescale of minutes, as noted above, it is likely that the beam jitter is closely

related to the beam quality.

4.8.3 BPM Overshoot for Long Pulse

In Section 4.7.2, page 132, an explanation was given for the double peaked signal overshoot

that appears on the difference signal for the short pulse beam. The implication is that such

22The error is calculated from the mean r.m.s. spread of the position measurements shown in Fig. 4.59.
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Figure 4.58: The normalised BPM output for the long pulse beam as a function of the
integrated field of YCOR 1650, using the first 8 dipole settings shown in Fig. 4.56. The red
line is a line of best fit produced through a χ2 minimisation.

Figure 4.59: The normalised BPM output for the long pulse beam vs. the position measured
by stripline BPM 1761. 13 beam positions were recorded, with 10 beam pulses at each
position. The red line is a line of best fit produced through a χ2 minimisation.
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Figure 4.60: The beam position measured by NLCTA stripline BPM 1761 as a function of
the integrated field of dipole YCOR 1650. 13 beam positions were recorded, with 10 beam
pulses at each position. The red line is a line of best fit produced through a χ2 minimisation.

an effect should also be seen to some degree in the long pulse beam response. Although it

is unclear from the data presented in Section 4.8.2, a clear example of this signal overshoot

was observed on the difference signal for a number of sets of data. One example of such a

signal is shown in Fig. 4.61, with the accompanying toroid signal in Fig. 4.62. Note that, at

around 60 ns into the pulse the charge drops sharply on the toroid output. A corresponding

drop is apparent on the X-band BPM difference signal, but instead of getting close to zero

and then rising again, the BPM signal actually crosses over zero, becoming positive, before

returning to its large negative value. A similar overshoot appears at the end of the pulse

around 120 ns. The hypothesis was that the cause of the double peaks in the short pulse

data was also the cause of the overshoots that one sees in the long pulse data i.e. that

the incorrect cancellation occurring from the time difference in the signal paths causes the

X-band BPM signal to overshoot.

To produce a facsimile of the actual pulse that arrives at the X-band BPM electronics, one

of the recorded toroid signals was used to replicate the pickoff signals. Due to the relatively

coarse granularity of the pulse as a result of the finite sampling rate of the scope, the bottom

pulse was delayed in relation to the top pulse by some 0.5 ns; as before, the magnitude of

the bottom signal was increased by 10% to simulate a beam off-centre (for comparison with

the data). Again, these figures probably reflect some modicum of realism: although 0.5 ns

is ten times longer a delay than one sees with a single half cycle delay at X-band (the actual

figure is probably, given the relative signal path lengths of the processor used at the time, in

the region of two and a half cycles, or 220 ps) the general effect of introducing a delay should

still stand. As before, the signals were multiplied with an 11.424 GHz signal, subtracted and
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Figure 4.61: The BPM difference signal for a single pulse of the long pulse beam. Note the
overshoot that appears at 60 ns and 120 ns as a result of the inexact signal cancellation.

Figure 4.62: The output of the toroid for the same pulse shown in Fig. 4.61. Note the
location of the dips in the charge profile at 60 ns and 120 ns.
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Figure 4.63: The simulated X-band BPM raw pickoff signals used to simulate the difference
signal shown in Fig. 4.61. The blue trace represents the top pickoff signal and the red trace
the bottom pickoff signal; relative time delay between signals is 0.5 ns.

Figure 4.64: The simulated X-band BPM difference signal using the two pulses shown
in Fig. 4.63. Note the similarity to the actual difference signal shown in Fig. 4.61.
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downmixed to DC with another 11.424 GHz signal; the raw signals can be seen in Fig. 4.63.

The resulting signal is shown in Fig. 4.64: this shows the simulated position signal produced

using the aforementioned cancellation method. There is a clear similarity between this pulse

shape and the true X-band BPM difference signal shown in Fig. 4.63: instead of dropping

towards zero without overshooting, which is the case for the charge signals used as the signal

source for this output, the simulated signal overshoots past zero at similar points to that

seen in the real data. It is also interesting that overshoots occur only in response to the

falling edge of the charge signal, as mentioned above.

The likely conclusion is therefore that the cause of these overshoots is the signal path

difference used for the signal cancellation, necessary to provide the difference signal used for

the position measurement. Since these overshoots appear when the charge distribution of the

beam drops rapidly, it is important that the beam have as flat a charge profile as possible.

There is always a suspicion that, where a rapid change in normalised beam position is also

accompanied by a rapid change in the beam charge, that this is a result of the same overshoot

effect rather than a true change in beam position. Close inspection of Fig. 4.53 reveals that

the first 70 ns of the sum signal shows a trough in the charge distribution. As expected,

there is a corresponding trough in the difference signal: however, the trough in the difference

signal is more pronounced than that of the sum signal, leading to a replication of this shape

on the normalised signal (Fig. 4.54). The same is true for each sharp feature that appears on

the sum signal: it is replicated on the difference signal, but appears sharper, and therefore

reappears on the normalised signal. The likely explanation for this behaviour is the 44 ps

signal path difference, as explained above. As a result, it was necessary to tune the beam very

carefully for the FONT beam tests (Chapter 5) in order that the charge profile was as flat as

possible. This was made all the more difficult by the rapid deterioration of the quality of the

beam. For future iterations of the BPM processing electronics it is recommended that an

alternative processing scheme is employed in order to eradicate this overshoot phenomenon.



Chapter 5

The FONT Experiment

As described in Section 3.5, an experimental test of the IP fast feedback system was con-

sidered crucial in proving the principle of a feedback system with a nanosecond scale time

response. Although both the IPFB simulations (Section 3.4) and the bench tests of the

BPM processor components (Section 3.3.3) give some degree of confidence that the true

IPFB system should behave as predicted (see Section 3.2 and [58]), it was felt that a true

experimental test of the electronics, incorporating some normalisation scheme (nominally

the ∆/Σ scheme as used for the X-band BPM, as described in Section 4.6), and a method

of high speed position correction of a real bunched beam was essential in demonstrating

the effectiveness of the IPFB system. Such a test, given the name FONT (Feedback On

Nanosecond Timescales), was realised on the NLCTA, as mentioned briefly in Section 3.5.2.

The aim of the FONT experiment was to replicate the conditions of the NLC IP to allow a

comprehensive test of the IPFB electronics.

A series of electronics was designed and constructed at SLAC and Oxford with this

intention in mind. The key principle behind FONT was to be able to apply an iterative

correction to an off-centre beam within a single bunch train. A number of options were

considered for the main objective of the FONT experiment. However, that which was felt to

most closely replicate the goals of the IPFB system was to centre the beam at a single BPM.

In other words, a beam would be seen to be off-centre by a BPM and, through re-steering

that beam based upon the measurement made by the BPM, set the BPM signal to zero.

This is clearly not the same as steering a beam to a desired trajectory, as is the requirement

for the real IPFB system. With just a single BPM, the FONT system has no knowledge of

the angle, and hence the trajectory, since only a single position measurement can be made.

However, this is essentially the same as the current design of the IPFB system: its only

knowledge of its success is whether, as a result of the beam-beam interaction, the position

at the BPM is set to zero. As such, it was felt that designing the electronics to this end

would provide the best proof of principle of the IPFB system electronics.
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5.1 Replicating the IPFB System at the NLCTA

The obvious disadvantage of using the NLCTA for a beam test of the IPFB system is that

the accelerator has no IP. The feature that sets the IPFB system apart from other feedback

systems is its use of the enormous beam-beam kick between the two colliding bunches to

translate a nanometre-level offset at the IP into a micron-level position measurement at the

IPFB BPM. Unfortunately, it is the beam-beam interaction that is the least well-known

element of the entire IPFB system. However, since no nanometre colliding beam facilities

exist on which one could build a test setup of the IPFB system, one is limited to using a

single beam and modifying the experimental setup accordingly. The layout of the FONT

experiment at the NLCTA and the replication of the beam-beam interaction are dealt with

in Sections 5.1.1 and 5.1.2.

5.1.1 The FONT Experimental Layout

The principle behind the FONT experiment was to try and make a rapid correction to a

beam offset as measured by the FONT BPM. The offset would be introduced upstream of

the BPM with a dipole and be measured by the FONT BPM. The signal from the BPM

would then proceed through the IPFB electronics in the same way as the actual system

(see Section 3.2.1). The raw BPM signal is processed using the ∆/Σ method; a high speed

power amplifier is then used to drive a kicker to correct the measured beam offset. In

this way, the FONT experiment would replicate the whole IPFB system. An important

consideration when choosing the location of FONT on the NLCTA was the anticipated

latency of the system. It was crucial to be able to match the round trip delay of FONT

with that of the real IPFB system: this is the reason for FONT taking up some 4 m of

the NLCTA beamline. The total beam flight distance, for the IPFB system in its current

location (see Fig. 3.3, page 51), is some 8 m, with only a few centimetres of cable length used

to connect the BPM processor to the kicker amplifier. For FONT, using 4 m of beamline

gives the same round trip distance, since the processed BPM signal must be transmitted

back upstream to the start of the FONT region where the beam offset and correction would

be applied.

Changing the length of the beamline used for FONT would also change the requirements

of the FONT electronics. Moving the BPM closer to the source of the beam offset would

shorten the latency period, allowing greater scrutiny of the feedback electronics by increasing

the number of latency periods for which FONT would operate. However, for the same

angular deflection applied to the beam the BPM would register a smaller signal, requiring a

larger gain in, and increasing the power requirements of, the kicker amplifier. Increasing the

length of beamline used for FONT would have the opposite effect, decreasing the required

kick while increasing the latency period. As such, a beam flight distance of 4 m was also

considered optimum for the FONT electronics. There were also beam optics considerations

in the location of FONT, which are detailed in the next section.

As stated in Section 3.5, the NLCTA is an entirely self contained accelerator, with its

own gun, injector, chicane, accelerating structures and beam dump. A schematic diagram
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Figure 5.3: Schematic diagram of the FONT region of the NLCTA, showing the various
beamline components. A description of the FONT BPM is given in Chapter 4; the FONT
magnet assembly is detailed in Section 5.2. Figure adapted from [76].

of the entire NLCTA can be seen in Figs. 5.1 and 5.2. Six sections of the accelerator were

originally set aside for experimental X-band accelerator structures. Since only the first four

of these sections of beampipe were used, FONT made use of the two remaining sections of

beampipe, between quads QD1550 and QD1760: the FONT area is marked in red on Fig. 5.2.

The FONT BPM, detailed extensively in Chapter 4, was installed upstream of QD1760 and

Toroid 1750, as shown on Fig. 5.2; a close-up of the FONT area is shown in Fig. 5.3 (greater

detail of the NLCTA stripline BPM’s up and downstream of the FONT BPM location is

shown on Fig. 4.32, page 126). The NLCTA beam parameters at this location are summarised

in Table 3.3, page 77. As described in Section 4.3, the FONT BPM location was chosen to

allow corroborative position and charge measurements to be made with stripline BPM 1760

and Toroid 1750. 4 m upstream of the FONT BPM resides QD1550 that marks the start of

the FONT region.

5.1.2 Replication of the Beam-Beam Interaction

In order to apply a deflection and correction to the beam, a method was required for creating

a vertical position offset at the FONT BPM and correcting that offset. The simplest way of

doing so was to steer the beam 4 m upstream of the BPM with a dipole magnet: the angular

offset introduced by the dipole results in a position offset at the BPM. Having measured

a position at the BPM, the FONT electronics would then transmit the corrective signal

upstream to another magnet and remove the offset. These two magnets have very different

requirements: the ‘offsetting’ magnet has no requirements for its response time, since one

can dial in an offset well in advance of the beam. However, since it is essential to measure

the repeatability of the FONT system, the long term stability of the magnet is crucial: any

drift in the angular deflection applied to the beam reduces the quality of the data collected

for FONT. The simplest solution was to use a standard SLC dipole magnet: details are
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given in Section 5.2.1. The ‘correcting’ magnet, on the other hand, must have a nanosecond

level response time in order to provide a rapid correction to the beam. As such, a dipole

magnet was not a realistic option. The magnet finally selected to provide the rapid position

correction was a parallel plate electromagnetic kicker, similar in design to that of the real

IPFB system (see Section 3.2.3); details of the magnet can be found in Section 5.2.3.

Having selected the two kinds of magnet required, the magnet arrangement had to be

decided upon. From the point of view of the beam optics, the simplest option is to have both

components at the same location. Normally this would not be possible, since both magnets

take up a finite length of beamline: a close approximation is to have both components next

to one another with nothing in between, since the position and angle difference between the

two magnets is assumed to be zero over short distances. However, the magnet assembly for

FONT was able to combine the two magnets into a single unit: this ensures that a particular

angular deviation applied to the beam by each magnet results in exactly the same position

change at the BPM. As such, there exists a direct comparison between the effect of both

the ‘offsetting’ and ‘corrective’ magnets. The FONT magnet assembly is described in detail

in Section 5.2.

The NLCTA beta functions were also a motivating factor for the location of FONT.

A large vertical beta function corresponds to both a large vertical beam size and position

jitter [30]. To maximise the deflection seen at the FONT BPM, it is desirable to locate it at

a point in the lattice with a large vertical beta function. The horizontal and vertical beta

functions for the design lattice of the NLCTA are shown in Fig. 5.4. The FONT magnets,

located at ∼23 m, and the FONT BPM, located at ∼27.5 m, are both at locations with a

large vertical beta function, maximising the effectiveness of the kick.

In addition, FONT makes use of the placement of quad QD1650, situated directly between

the magnet assembly and the FONT BPM. From a beam transport perspective, the beamline

location of FONT is extraordinarily simple: two drift spaces are separated by a quad, for

which 3 transport matrices are required to calculate the effect of the quad on the kick applied

to the beam by the FONT magnets. The two drift spaces are also of identical length, since

the location of the FONT magnets and the BPM is symmetrical about QD1650: the total

distance between the centre of the magnet assembly and the centre of the FONT BPM

was 4.18 m. From Equations 2.14 and 2.16, the effect of this beamline arrangement on the

vertical beam position and angle, y and y′, is described by the following matrix equation:

[
y
y′

]
BPM

=

[
1 L/2
0 1

] [
1 0
−Kl
Bρ

1

] [
1 L/2
0 1

] [
y
y′

]
magnets

=

1 + L
2

(
−Kl
Bρ

)
L
(
1 + L

4

(
−Kl
Bρ

))
−Kl
Bρ

1 + L
2

(
−Kl
Bρ

) [y
y′

]
magnets

(5.1)

where L is the distance between the magnet assembly and the BPM, Kl is the integrated

field strength of the quad and Bρ is the magnetic rigidity (see Section 2.2.1, page 19). The

corresponding matrix equation without the quad is simply:
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Figure 5.4: Horizontal and vertical beta functions for the NLCTA, generated with MAD
using the design lattice [106]: βx is the solid line and βy the dashed line. The FONT area
begins after QD1550, at 23 m, with the FONT BPM situated upstream of QD1760 at around
27.5 m, and is marked on the figure. Note that quadrupole QD1650, situated in the centre
of the FONT region at 25 m, defocuses in y.
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[
y
y′

]
BPM

=

[
1 L
0 1

] [
y
y′

]
magnets

(5.2)

By examining the beta functions in Fig. 5.4, QD1650 actually defocuses in y and the factor

Kl becomes positive in Eq. (5.1). As such, assuming that the beam arrives with no vertical

offset at the FONT magnet assembly (i.e. ymagnets = 0) the vertical offset seen by the FONT

BPM (yBPM) as a result of a deflection applied by the FONT magnets (y′magnets) is:

yBPM = L

(
1 +

L

4

(
Kl

Bρ

))
y′magnets (with quad)

yBPM = Ly′magnets (without quad)

(5.3)

The kick applied to the beam by the FONT magnets is therefore enhanced by a factor

1 + L
4

(
Kl
Bρ

)
as a result of the presence of QD1650. For a beam energy of 62 MeV, Bρ =

2.07 kG-m; the integrated field strength of QD1650 was measured to be 0.18 kG. With

L = 4.18 m, the beam kick from the FONT magnets should therefore be enhanced by a

factor of 1.09. The magnet assembly itself is detailed in the next section.

5.2 The FONT Magnet Assembly

The magnet assembly is an integrated construction, consisting of the two magnet types

mentioned briefly in the previous section. The full assembly can be seen in Fig. 5.5: the

purpose of this integrated assembly is to combine the two FONT magnets into a single

unit that steers the beam at exactly the same point. The dipole is a modified SLC Type

4 Corrector and is described in Section 5.2.1; the kicker is a standard SLC Scavenger Post

Kicker Magnet, details of which are given in Section 5.2.3. The combined unit was installed

in the NLCTA downstream of quad QD1550, as indicated in Fig. 5.3: a photograph of the

installed magnet assembly is shown in Fig. 5.6. The construction and performance of each

of the magnets is detailed in the rest of this section. Initially it was uncertain whether a

separate dipole would be needed, or if it was simpler to take advantage of the dipole mode of

the existing quadrupoles (namely QD1550) within the NLCTA. However, it was felt that the

possibility of using a dipole that was independent of the NLCTA would give greater options

for location and customisation: it would also allow the construction of the integrated magnet

assembly already described.

5.2.1 The FONT Dipole Magnet

The original construction of the SLC Type 4 Corrector is shown in Figs. 5.7 and 5.8 1. From

Eq. (2.4) (see Section 2.2.1, page 19), the magnetic rigidity can be restated as:

1Magnets identified and located by Cherrill Spencer and released by Jim Allen.
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Figure 5.5: The FONT integrated magnet assembly. The dipole coils are red and mounted
around the silver barrel of the kicker magnet.

Figure 5.6: The FONT integrated magnet assembly installed on the NLCTA. The assembly
is mounted around a length of ceramic beampipe and is supported by two beamline support
struts. The quad on the left of the picture is QD1550.
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Figure 5.7: The SLC Type 4 Corrector magnet used in the construction of the FONT
integrated magnet assembly.

Figure 5.8: A Schematic diagram of the SLC Type 4 Corrector. Measurements are in inches;
figure adapted from [107].
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Bρ =
p× 106

c
(5.4)

for a momentum p in MeV. Using a small angle approximation (i.e. l = ρθ for a magnet of

length l), the integrated field strength Bl, in kiloGauss-metres (kG-m), of a dipole required

to steer a beam through an angle θ radians is given by:

θ =
cBl

p× 107
(5.5)

The maximum range of beam positions measured at stripline BPM 1761 is ±4 mm: beyond

this range, the beam scraping on the upstream aperture of the FONT BPM causes a large

reduction in beam charge; the stripline response also becomes distinctly nonlinear (possibly

as a result of this scraping). This corresponds to a maximum angular deflection at the FONT

magnet assembly of 1 mrad. For the NLCTA beam energy of 62 MeV, this sets the maximum

integrated field strength of the FONT dipole at 2 G-m. This places two constraints on the

performance of the dipole:

1. That the dipole must be able to produce an integrated field of at least 2 G-m at the

maximum output of the power supply used to drive it.

2. That the field, and hence the power supply current, have a long term stability (on the

order of a few hours) at the level of or better than the beam jitter at the FONT BPM.

The vertical beam jitter at the FONT BPM, as measured by stripline BPM 1761, is of the

order of 40 microns (see page 147 and Fig. 3.26, page 79). Since the stability of the field

within a dipole is primarily dependent upon the current stability of the power supply, it is

therefore necessary that the dipole power supply have a current stability of 1% within the

current range required to produce the maximum dipole field. The simplest way of driving the

FONT dipole was to make use of one of the existing corrector power supplies used to drive

the vertical dipole of quad QD1550. In this way, the FONT dipole would be transparent

to NLCTA operations, since the dipole of QD1550 is replaced with the FONT dipole just

downstream (see Fig. 5.6). The power supply used to drive the correctors within the NLCTA

is a 6 A Mk II 16 Channel Corrector Driver. With a maximum output of ±6 Amps, the

power supply has a current stability better than 0.1% of maximum, or 6 mA, over a 24 hour

period; it is also stable to much better than 0.1% over 10 minutes or so [108]. It is likely

that the power supply is stable to 1% down to ∼100 mA. As such, given the magnet range

used for the measurements in Section 4.8.2, the full range of ±2 G-m should correspond to

a power supply output of ±1 A.

Measurements were carried out on the Type 4 dipole to determine whether the magnet

had the required current-field strength characteristics: these measurements are summarised

in Table 5.1 [109]. The first feature to note is that the relationship between applied current

and integrated field is nonlinear. This is a result of the hysteresis behaviour of the iron

yoke around the dipole coils. Hysteresis arises as a result of the inherent magnetisation of
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Current (A)
Integrated Field

Current (A)
Integrated Field

B.dL (G-m) B.dL (G-m)
-1.0 7.9 1.0 7.35
-2.0 18.2 2.0 18.0
-3.0 28.0 3.0 28.8
-4.0 38.5 4.0 38.7
-5.0 49.4 5.0 49.4
-6.0 59.8 6.0 60.0
-5.0 51.9 5.0 51.4
-4.0 42.8 4.0 42.8
-3.0 32.9 3.0 32.8
-2.0 22.8 2.0 23.2
-1.0 12.6 1.0 13.0
0 2.55 0 2.64

Table 5.1: Measurements of the integrated field strength as a function of current for the Type
4 Corrector [109]. Note the hysteresis behaviour for both positive and negative current; the
hysteresis curve is shown in Fig. 5.9.

Figure 5.9: The hysteresis curve for the Type 4 Corrector magnet, using the data shown
in Table 5.1.
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all ferromagnetic solids. As such, for any ferromagnet the inherent magnetisation is not

only a function of any applied magnetic field but also the previous state of magnetisation

of the material, resulting in a nonlinear relationship between the applied field and inherent

magnetisation [110]. The hysteresis curve resulting from the data in Table 5.1 is shown

in Fig. 5.9. The purpose of the iron yoke is not only to provide a solid superstructure for the

magnet coils, but also to increase the integrated field for a given current: the iron provides

an easier return path for the magnetic field, meaning that less energy is required to sustain

the field and leading to a higher field strength.

Figure 5.10: Schematic diagram of the SLC Type 6 Corrector; note the yokeless design.
Measurements are in inches; figure adapted from [111].

However, for the purposes of FONT the problems associated with the hysteresis behaviour

of the magnet outweigh the advantages of the increased field strength, since a precisely,

rather than approximately linear response is required. In fact, the addition of the iron yoke

increases the integrated field strength above the threshold stated above: at its minimum

value, a current of 1 A results in an integrated field of 7.3 G-m, significantly larger than the

required field strength of 2 G-m per Amp. As a result of these measurements, the dipole’s

iron yoke was removed and a new support structure was designed. The construction of this

dipole was based around another, smaller yokeless magnet used in the SLC, referred to as

a Type 6 Corrector: a schematic diagram of this magnet is shown in Fig. 5.10. The design

was modified to match the size of the coils and to expand the inner distance between the

coils to 5 inches. The support structure was machined from G-10 plastic and assembled

in the same way as the Type 6 Corrector: the new dipole can be seen mounted around
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the kicker magnet in Fig. 5.5. The new integrated field of the FONT dipole assembly was

measured to be 15.50 G-m for a supply current of +6 A and 14.65 G-m at −6 A, giving an

average integrated field strength of 2.51 G-m per Amp [109]. Therefore a current of 0.796 A

is required to produce a field of 2 G-m, much closer to the field strength of 2 G-m/A as

specified previously.

The FONT dipole was mounted tightly around the kicker magnet (details of the kicker are

given in Section 5.2.3) to form an integrated unit and installed onto the NLCTA beamline,

downstream of QD1550, at the same time as the FONT BPM. The installed magnet assembly

with support structure is shown in Fig. 5.6. Two struts were used to support the magnet

assembly, with the whole unit kept rigidly in position once it was mounted to the beampipe.

The magnet was initially aligned by eye, at the time of installation, and later as part of a

more rigorous NLCTA alignment procedure.

5.2.2 FONT Dipole Performance

In order to measure the performance of the FONT dipole, the same procedure utilised for

the FONT BPM response measurements, in Section 4.8.2, was used. Since the dipole was

connected to the corrector power supply in place of the QD1550 y corrector (YCOR 1550), it

could be programmed and controlled in the same fashion as any other dipole on the NLCTA.

A correlation plot was set up with the SCP to record 10 beam pulses at 17 different magnet

settings, using the long pulse beam. The SCP was programmed to step YCOR 1550 through

17 steps of 0.5 G-m; this range corresponds to the original 1550 y corrector, not the FONT

dipole. The conversion factor required to give the field strength for the FONT dipole depends

upon the gradient of each magnet: YCOR 1550 has a gradient of 6 G-m per Amp, 2.39 times

larger than the gradient of 2.51 G-m per Amp for the FONT dipole2.

As before, the FONT BPM position was normalised by dividing the difference signal

by the sum signal: the normalised pulse was then averaged between 320 ns and 440 ns

(cf. Fig. 4.54, page 145) to give a single normalised position output for each pulse. A plot

of the normalised FONT BPM position as a function of the calculated field strength of the

FONT dipole is shown in Fig. 5.11. This plot is equivalent to Fig. 4.56 (page 146) which

shows the normalised position as a function of the integrated field strength of YCOR 1650.

Note that, once again, the variation in dipole field produces an approximately linear response

in the BPM. A more rigorous test of the performance of the dipole is shown in Fig. 5.12:

here the beam position measured by stripline 1761 is plotted as a function of the calculated

field strength of the FONT dipole (cf. Fig. 4.60, page 149). As before, the stripline response

has a slight nonlinear ‘S’ shape to its response curve. With the knowledge that a stripline

BPM has a response that is most linear with a beam close to centre, the middle 8 beam

positions are plotted in Fig. 5.13. For this range of values, it is clear that there is a linear

relationship between the measured beam position and the integrated field strength of the

FONT dipole. As such, it is possible to conclude that the FONT dipole is operating as one

would expect. It is important to note that the only effect of the intervening quad, QD1650,

is to amplify the angular deflection imparted to the beam by the FONT dipole, since the

2Data on NLCTA dipole and quadrupole magnet gradients taken from the SCP.
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Figure 5.11: The normalised BPM output for the long pulse beam as a function of the
integrated field of the FONT dipole. The beam position of 10 beam pulses was recorded for
17 dipole settings. The red line is a line of best fit produced through a χ2 minimisation.

Figure 5.12: The beam position measured by NLCTA stripline BPM 1761 as a function of
the integrated field of the FONT dipole. The beam position of 10 beam pulses was recorded
for 17 dipole settings. The red line is a line of best fit produced through a χ2 minimisation.
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Figure 5.13: The beam position measured by NLCTA stripline BPM 1761 as a function of the
integrated field of the FONT dipole, using the central 8 dipole settings shown in Fig. 5.12.
The red line is a line of best fit produced through a χ2 minimisation.

data in Fig. 5.13 shows no deviation from the expected linear response.

It is now possible to compare the field strengths and performance of the FONT dipole

to YCOR 1650. The integrated field strength of YCOR 1650 required to produce a 1 mm

vertical deflection, as measured by BPM 1761, is 0.93 G-m (see Fig. 4.60, page 149). The cor-

responding figure for the FONT dipole, using Fig. 5.13, is 0.41 G-m. This is to be expected,

since there is a larger distance between the FONT dipole and BPM 1761. However, if there

was no quad between the dipole and BPM, one would expect the figure for YCOR 1650 to

be twice that of the FONT dipole, since it is half the distance from BPM 1761. Therefore,

the beam deflection of the FONT dipole is enhanced by a factor of 1.14: this compares

favourably to the predicted enhancement of 1.09 from Eq. (5.3). Clearly this enhancement

will increase for a greater quad field strength: it is a matter for further investigation to

determine the optimum quad strength to maximise the enhancement while still keeping the

beam jitter at the FONT BPM at a reasonable level.

Finally it is also possible to compare the FONT BPM/stripline position response curve

for YCOR 1650, shown in Fig. 4.59 (page 148), to that of the FONT dipole. As before, the

central 8 positions are used to determine the linearity of the normalised position measure-

ment. Not only is this the region in which the stripline BPM is most likely to be linear,

it is also the range in which the beam charge (and hence the sum signal) is large enough

to accurately calculate the normalised position. The charge measurement for the FONT

dipole dataset is shown in Fig. 5.14 (cf. Fig. 4.57, page 147): note that, after ∼400 s, the
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(a) Mean sum signal (b) Mean Toroid output

Figure 5.14: The mean Toroid and BPM sum signals for the data shown in Fig. 5.11. Note
the deterioration of both signals at around 300 s, possibly corresponding to the beam scraping
on the aperture of the FONT BPM.

Figure 5.15: The normalised BPM output for the long pulse beam as a function of the
position measured by stripline BPM 1761 for the 8 positions shown in Fig. 5.13. The red
line is a line of best fit produced through a χ2 minimisation; the gradient is very similar to
that for YCOR 1650 (Fig. 4.59, page 148).
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charge deteriorates significantly3. The normalised and measured stripline positions for each

pulse are shown on Fig. 5.15 for the FONT dipole measurements. For YCOR 1650 the rela-

tionship 0.299 ± 0.012 BPM units = 1 mm was measured. The relationship for the FONT

dipole dataset is 0.314± 0.11 BPM units = 1 mm (see footnote 22 on page 147). The close

match between these two measurements is another indication that the FONT BPM correctly

measures beam position.

5.2.3 The FONT Kicker Magnet

Figure 5.16: The SLC Scavenger Post Kicker magnet used in the construction of the FONT
integrated magnet assembly. The input connectors are covered by yellow protective caps, on
the right hand end of the kicker barrel.

The kicker magnet used as the ‘corrective’ magnet for FONT was an SLC Scavenger Post

stripline kicker. This type of magnet is used within the SLC Damping Rings to allow fast

extraction of the beam from the ring. It is a parallel plate design, similar to that detailed for

the real IPFB system in Section 3.2.3, and was acquired along with the Type 4 dipole 4. The

kicker is shown in Fig. 5.16, with the corresponding schematic diagram shown in Fig. 5.17.

The barrel of the kicker is split into two halves along its length, each of which contains a

single stripline: the two halves are connected electrically by a pair of pins — one on each half

— that protrude from the body of the barrel and connect to the other half. When installed

3It is therefore likely, since the shape of the curves in Figs. 4.57 and 5.14 for both the sum signal and
toroid is so similar, that the signal degradation is a result of the aperture of the FONT BPM. Since the
transmission profile of all the measurements shows no plateau, the likelihood is that the beam is larger than
the FONT BPM beampipe diameter.

4Magnets identified and located by Paul Stephens and Marc Ross and released by Jim Allen.
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on the beamline, the kicker barrel is mounted around a length of ceramic beampipe that

allows the field from the plates to penetrate into the beampipe (see Fig. 5.6). The kicker

plates are ∼30 cm long, with an inner radius of 14.3 mm.

Unlike the electrostatic IPFB kicker design, the scavenger post kicker is electromagnetic.

An external voltage is connected to the input connectors of the magnet: these are the

yellow-capped prongs that protrude from the main kicker barrel (see Fig. 5.16). The voltage

is applied through one pair of connectors attached to one half of the kicker barrel and coupled

out through the connectors attached to the other half of the barrel. The current flows into

the kicker through the input connectors, along one strip, through the connecting pins, into

the other strip and out of the kicker through the output connectors5. As such, the kick

applied to the beam is a result of the magnetic field generated by the current flowing in the

striplines. As a result, the kicker was predicted to have a fill time of around 2 ns, similar to

that specified for the IPFB kicker (see Section 3.2.3) [113]. The fill time arises from the time

taken for the voltage pulse to travel the full 60 cm from input to output connector. The kick

applied to the beam by the magnetic field generated by the kicker can be calculated in the

following way. The magnetic field dB at a distance r due to a current I in an element ds of

an infinitely long straight wire is given by:

dB =
( µ0

4πr3

)
I (ds× r) (5.6)

where µ0 = 4π×10−7 is the permeability of free space [41]. Therefore, if the current flows in

a stripline directly above the beam trajectory, the B-field in Tesla experienced by the beam

is entirely transverse, in the horizontal direction, and reduces to:

B =
Iµ0

2πr
=

2I × 10−7

r
(5.7)

since the beam travels parallel to the kicker plate and hence the current flow. For a kicker

with two equal plates of length L, with an impedance R and gap width d = 2r and assuming

that the beam is exactly centred between the two plates, the integrated field is given by:

∫
B.dL =

4V L× 10−6

Rr
(5.8)

for an integrated field in kG-m6. For the FONT kicker, with impedance R = 50 Ω, gap width

d = 28.7 mm and plate length L = 30 cm there is the following relation between integrated

field and applied voltage:

5The designation of pairs of connectors as ‘input’ and ‘output’ is essentially redundant, and dependent
only on the pair to which the supply voltage is connected: there is no mechanical or electrical difference
between any of the four connectors. In practice, only one input and output connector is used: the kicker
assembly has four connectors, rather than two, to allow the connection of a second power supply to allow a
greater voltage to be applied.

61 T = 104 G ⇒ 1 T-m = 10 kG-m.
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∫
B.dL

V
=

1.2× 10−6

50× 0.0143
= 1.68× 10−6 kG-m/V (5.9)

As such, there should be a direct comparison possible between the FONT dipole and kicker.

In addition, it is possible to calculate the beam deflection as a function of applied voltage

by making using of Eq. (5.5):

θ =
cBL

p× 1010
=

4cV L× 10−16

Rpr
(5.10)

For the NLCTA beam, with a beam energy of 62 MeV, the angular deflection imparted to

the beam should have the following voltage dependence:

θ

V
=

4× 2.9979× 0.3× 10−8

75× 0.062× 0.0143
= 0.812 µrad/V (5.11)

Since the original integration was carried out for an infinite current carrying wire, these

approximations represent an upper limit on the kick imparted by the kicker. The true figure

is likely to be reduced by a factor of 0.8-0.9 [43]; however, Eqs. 5.10 and 5.11 should be

comparable with the measured beam deflection given in the next section.

5.2.4 Kicker Power Supply and Kicker Performance

Although the kicker was eventually intended for use with the FONT fast feedback system

(see Section 5.1), a standalone power supply was used to test the kicker. The voltage supply

used was a Q-switch/Cavity Dumper7: this sort of power supply is normally used as the high

speed voltage source for a Pockels cell8. The power supply was designed to provide a kV

voltage pulse up to 300 ns in length and a fall time of < 10 ns, with a very smooth falling

edge. The power supply had a maximum output of ∼1.4 kV but was primarily run between

0 and 1000 V for the purposes of the FONT tests. A DC input of 0-10 V is required to

select the output voltage, input via a connector on the rear of the unit. A NIM pulse is used

to trigger the output voltage pulse, the length of which sets the duration of the Q-switch

output. The power supply was located outside the tunnel, with the output connected to a

length of 3/8-in. heliax cable that was run into the tunnel and connected to one of the input

connectors of the kicker magnet. The return cable (also 3/8-in. heliax), connected to one

of the output connectors of the kicker, was terminated in a 2.5 kV Barth Electronics 50 Ω

terminator via a 100:1 pickoff: this pickoff allowed the voltage output of the power supply

to be measured and recorded.

The output of the Q-switch power supply is shown in Fig. 5.18. The leading edge of

the Q-switch pulse shows a large amount of ringing. The trailing edge, however, shows a

7Q-switch power supply, ID 102-002, designed, built and supplied for FONT’s use by Dave Brown at
SLAC.

8A Pockels cell is a high speed optical switch that uses a voltage to modulate the refractive index of a
crystal. A fast, high voltage power supply is required to change the field applied to the crystal at high speed,
allowing fast switching of an optical source, such as a laser.
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Figure 5.18: The voltage output of the Q-switch power supply used to drive the kicker
magnet. Note that the pulse has an approximately flat plateau of ∼200 ns.

smoother and more rapid voltage drop, with less ringing than is seen on the leading edge.

As such, the trailing edge of the kicker pulse was used for all the kicker magnet tests: a

kicker pulse with very few features was desirable in order that any ripple on the kicker pulse

would not cause significant additional beam motion. A number of different beam pulses

were recorded with different kicker voltages and timings. Initially the timing was set up

so that the kicker pulse was applied to the whole 170 ns beam pulse. 4 different voltages,

from −250 V to −1000 V in steps of 250 V, were used with 50 beam pulses recorded for

each voltage; two sets of data were recorded for the −1000 V kick. For each of these kicker

voltages, a corresponding set of 50 pulses was recorded with the kicker off to give a baseline

measurement for each kicker voltage. The kicker timing was then changed so that the kicker

pulse would switch off in the middle of the beam pulse to observe the smoothness of the

kicker pulse transition.

The normalised FONT BPM position for three of the kicker voltages can be seen in

Fig. 5.19. Here the effect of the kicker on beam position can be seen quite clearly. The

black trace shows one of the datasets with no kick: the corresponding beam position for a

−1000 V kick is shown in red. Although the beam position is far from smooth, the features

that appear on the first trace are clearly replicated on the second, indicating that the kicker

is operating correctly. As a further demonstration of the kicker operation, the blue trace

shows the effect of the kicker being switched off in the middle of the beam pulse. Note that,

up to 375 ns, the pulse very closely matches the kicked beam position. Once the kicker

is switched off, the beam is no longer steered downwards and the beam moves rapidly to

closely match the beam pulse with no applied kick. The full dataset is shown in Fig. 5.20:

as with the dipole position measurements, there is a clear ‘stepping’ of the normalised beam
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Figure 5.19: The normalised FONT BPM position for three different kicker voltages. A full
−1000 V kick is shown in red; the corresponding baseline is shown in black. The blue trace
shows the effect of a −1000 V kick switching off in the middle of the pulse at ∼375 ns. Each
trace is the average of 50 pulses.

Figure 5.20: The normalised FONT BPM position for a number of different kicker voltages.
The coloured traces show the effect of the kicker on the beam; the black traces are the
baseline measurements. Each trace is the average of 50 pulses; the normalised position is
calculated in the same way as before (see Section 5.2.2).
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Figure 5.21: The normalised FONT BPM position as a function of kicker voltage. The red
line is a line of best fit produced through a χ2 minimisation; each point is the average of 50
pulses.

position that corresponds to the changing kicker voltage.

The effect of the kicker on beam position can be measured by comparing the applied

kicker voltage to the mean normalised beam position response that is produced. As before,

the mean normalised beam position for each pulse is produced by averaging the normalised

position between 320 ns and 440 ns (cf. Section 4.8.2). This mean normalised position, for

each dataset of 50 pulses, is shown as a function of the applied kicker voltage in Fig. 5.21.

Note that there is a clearly linear relationship between the applied kick and the measured

change in beam position, as one would expect from Eq. (5.11). This figure, however, is not

necessarily a true indication of the effect of the kicker, since it does not take into account

the temporal drift of the beam. As such, the mean normalised position was recalculated by

subtracting the baseline measurement: for each set of beam pulses with the kicker on, the

corresponding dataset without the kicker is subtracted to remove any beam effects and show

only the effect of the kicker. The effect of this baseline subtraction is shown in Fig. 5.22.

Note that there is an improved correlation between the data and the fitted line. From this

figure, a normalised beam position variation of 0.733 BPM units is measured for a kicker

voltage of 1000 V (the corresponding value for Fig. 5.21 is 0.735 BPM units per 1000 V).

It is now possible to measure the true position variation produced by the kicker. The

gradient of Fig. 5.15 gives the normalised position dependence of 0.314 BPM units = 1 mm.

Therefore, a 1000 V kick corresponds to a position change of 2.33 mm. It is also possible to

draw a comparison between the effect of the kicker and that of the FONT dipole measured

in Section 5.2.2. Using the data from Fig. 5.11, page 167, a variation in normalised position

of 0.733 BPM units corresponds to an integrated field of 9.81 × 10−4 kG-m. Therefore
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Figure 5.22: The normalised FONT BPM position as a function of kicker voltage, using
the baseline subtraction. For each set of beam pulses with the kicker on, the corresponding
dataset without the kicker is subtracted to remove any beam effects and show only the effect
of the kicker. The red line is a line of best fit produced through a χ2 minimisation.

the kicker produces an integrated field of 9.81× 10−7 kG-m/V. Comparison with the result

derived in Eq. (5.9) of 1.68×10−6 kG-m/V shows a reasonable match between the theoretical

prediction and measured value. The discrepancy between these two figures is probably a

result of the finite length of the kicker striplines, since the B-field was calculated for an

infinite current carrying wire. There is also likely to be a further reduction due to both the

curved geometry of the striplines (see Fig. 5.17) and the energy loss through eddy currents

within the metal body of the kicker barrel [43].

5.3 The FONT Feedback Electronics

In order to translate the IPFB system onto the NLCTA for FONT, a number of modifications

had to be made to the original IPFB design. For the IPFB system, the beam position is

extracted through the same ∆/Σ method as is used to produce the normalised X-band

BPM response. The suggested method is to use a programmable attenuator to modify

∆ by 1/Σ and retrieve the charge information from the damping rings before the beam

arrives at the IP (see Section 3.2.2 and [58]). However, for the measurements made with

the BPM in Section 5.2 and Chapter 4, this charge division was carried out offline, once

the data acquisition had been completed. For a real time charge division to take place, the

charge information must somehow be provided before the beam reaches the BPM, since it

is not possible to use the IPFB method. In addition, the requirements for the FONT kicker

amplifier are considerably more demanding than for the real IPFB system. As described
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in Section 3.2.3, a 10σy beam deflection at the IP requires a power of just over 10 W. In

order to steer the beam a millimetre at the NLCTA, a 1.6 kW amplifier is required, with a

similar rise time (∼5 ns) to the real IPFB kicker amplifier.

A specially designed kicker amplifier had to be utilised for FONT to provide the necessary

power and rise time: this amplifier design is described in Section 5.3.5. A two-stage solution

was proposed, by Josef Frisch and Gavin Nesom, to the charge normalisation problem. The

first stage was to make use of the charge signal from a previous pulse. As can be seen from

the long pulse position response in Section 4.8 (particularly Fig. 4.55, page 146), while there

may be a good deal of variation in charge and position over the length of the pulse, the

pulse-to-pulse stability is usually very good. Therefore using the sum signal from a previous

measurement is a satisfactory alternative to using the real sum signal for a given pulse. The

second problem is to deliver this inverted charge signal to the normalisation circuit (see

below). While a multiplication is possible to achieve electronically at the required speed

(∼1 ns), implementing a division is not nearly so straightforward. Since a delay had been

introduced by choosing to use the sum signal from a previous pulse, this opened up the option

of inverting the sum signal in software, before passing it back to the normalisation circuit

to be multiplied with the difference signal and produce the required normalised position.

The sum signal could therefore be recorded by a PC running Matlab and the inverted

charge signal calculated. By using the GPIB capability of Matlab, an Arbitrary Waveform

Generator (AWG) could be programmed with this inverted waveform and then used to

output the inverted sum signal to the normalisation circuit: this was the scheme that was

used for FONT.

The complete FONT system consists of the following components:

1. BPM Processor. Identical in construction to that already described in Section 4.6.

The processor takes the raw signal from the top and bottom X-band BPM pickoffs and

outputs a sum and difference signal.

2. Signal Pre-amplifier/attenuator. Necessary to ensure the correct signal levels at

the normalisation stage (see below) and to prevent any signal overload.

3. Charge Normalisation circuit. Generates the normalised position signal, as de-

scribed above, from the BPM sum and difference signals.

4. Feedback circuit and delay loop. Fabricated as an integrated unit with the charge

normalisation circuit to minimise signal delays. Sums the measured BPM signal with

that for the previous latency period. The length of the delay loop is set equal to the

latency of the whole system.

5. Kicker amplifier. Takes the output of the feedback circuit and amplifies it to drive

the kicker magnet.

The BPM processor operates as before, taking the X-band BPM raw top and bottom

pickoff signals as its inputs and outputs the sum and difference of the two input signals.

These sum and difference signals are then amplified by a pair of signal pre-amplifiers that
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boost the signals up to the required level for the normalisation circuit. The signal is then

split at the output of the pre-amps, half the signal going to the normaliser and half being

output to an oscilloscope outside the tunnel as part of the DAQ system. The normaliser

circuit multiplies the difference signal by the inverted sum signal, provided by the AWG, and

makes an additional first-order correction using the current sum signal (see Section 5.3.1).

The normalised output (∆/Σ) is passed on to the feedback circuit, which adds the current

normalised position to that measured during the previous latency period. This signal is then

amplified by the kicker amplifier, which drives the kicker magnet and steers the beam to

correct the position at the BPM. The whole process then repeats for as long as the bunch

train lasts and the BPM registers a signal. A block diagram of the complete FONT feedback

system is shown in Fig. 5.23. All of these components reside inside the NLCTA tunnel to

minimise signal delays and reduce the latency of the system. Each of these components is

described in the remainder of this section.

5.3.1 Charge Normalisation Circuit

The normaliser circuit is, in many ways, the most important component of the FONT feed-

back electronics, since the signal manipulation that it carries out is the most intricate of all

the FONT electronics. The aim is to take the BPM sum and difference signals and produce

a normalised signal whose magnitude is a function only of the beam position at the BPM. As

mentioned above, this is achieved by multiplying the difference signal by the inverted sum

signal from the previous pulse. In addition, a first order correction is made by the normaliser

to account for any difference between the sum signals of current and previous pulses. This

first order correction is based around the first two terms of a Taylor expansion [30]:

∆

Σ
=

∆

Σ′ −
∆(Σ− Σ′)

Σ′2 =
∆

Σ′

(
1− dΣ

Σ′

)
(5.12)

where dΣ = Σ − Σ′ and the prime denotes the sum signal from the previous pulse. It is

therefore possible, using this first order expansion, to correct for the difference in sum signals

between the current and previous pulses. A circuit diagram of the normaliser circuit is shown

in Fig. 5.24.

The full signal normalisation, as given in Eq. (5.12), is achieved in the normaliser circuit

with three fast multiplier chips, with an additional three amplifier chips used to set the signal

voltages to the correct level. The three multiplier chips are Analog Devices AD835 250 MHz

4-quadrant multipliers (for details see [114]). A functional block diagram of the chip is shown

in Fig. 5.25. The AD835 multiplier was selected for its high speed and bandwidth and low

latency time [30]. The chip accepts four primary input signals (marked X1, X2, Y1 and

Y2 in Fig. 5.25), with a fifth input (Z) used as an additional offset. It then produces at

its output the product XY + Z = (X1 −X2)(Y 1 − Y 2) + Z. The first of the three chips,

referred to as the ‘Difference Multiplier’ (marked ‘3’ in Fig. 5.24), is used to calculate the

initial normalised position ∆/Σ. The raw BPM difference signal, ∆, is input at X1, with

the inverted sum signal from the previous pulse, 1/Σ′, from the AWG input at Y1, giving

XY = ∆/Σ′. Since there is an inherent offset voltage present on each input of ±20 mV
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Y=Y1-Y2

X1
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Y1
Y2

Figure 5.25: Functional block diagram of the AD835 fast multiplier chip (adapted from [114]).

(see [114]), the two unused inputs X2 and Y2 are used to cancel this offset voltage. A

variable resistor network is connected to both X2 and Y2 and ensures that, when there is no

signal input to X1 or Y1, X = Y = 0 V. The trimming procedure used to null these offset

voltages is described in Appendix A. For the same reason, the Z input is used to cancel the

voltage offset of the chip output (W) of ±75 mV, with a third variable resistor network.

The second multiplier chip (the ‘Sum Multiplier’, marked ‘4’ in Fig. 5.24) carries out

the first part of the first-order correction given in Eq. (5.12). In fact, this computational

procedure can be made simpler still, since:

∆

Σ′

(
1− dΣ

Σ′

)
=

∆

Σ′

(
2− Σ

Σ′

)
(5.13)

The requirement of the second multiplier chip is therefore reduced to calculating Σ/Σ′. This

is achieved in the same way as the ∆/Σ′ multiplication carried out by the previous AD835:

the inverted sum signal from the previous pulse, 1/Σ′, is input at X1, with the current sum

signal (Σ) input at Y1, giving an output XY = Σ/Σ′. As before, the signal inputs X2, Y2

and Z are used to cancel the voltage offsets inherent in the chip, using 3 variable resistor

networks as described above (see Fig. 5.24).

The final multiplier chip (the ‘Normaliser’, marked ‘5’ in Fig. 5.24) carries out the second

stage of the first order correction. The output from the first multiplier (∆/Σ′) is input into

X1, with X2 used to correct the inherent offset voltage of X1 and X2 in the same way as

before. The Y inputs are then used for the first-order correction signal. In order to produce

the required signal, the simplest way would be to input a constant 2 V signal at Y1 and the

calculated Σ/Σ′ signal from chip 4 into Y2, giving Y =
(
2− Σ

Σ′

)
. However, the maximum

signal input of each input of the AD835 is ∼1.2 V [114]. As such, the signal level must be

divided by 2: a constant 1 V signal is therefore input at Y1, with the signal at Y2 reduced

to Σ/2Σ′. The resultant signal Y is therefore:
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Y = 1− Σ

2Σ′ =
1

2

(
2− Σ

Σ′

)
(5.14)

The 1/Σ′ signal from the AWG is split on the normaliser circuit board with a resistive splitter

network. In this way,the required 1/2Σ′ signal is delivered to the second AD835 to produce

the correct signal levels at the final multiplier. However, this in turn means that the output

of the first multiplier is reduced by a factor of two, to give XY = ∆/2Σ′. As such, the

output of the final multiplier chip is therefore:

Vout =
1

4

∆

Σ′

(
2− Σ

Σ′

)
(5.15)

as required by Eq. (5.13). As before, the Z input is used to correct for the inherent offset

of the chip output with a variable resistor network, as described above. The output of the

normaliser circuit is therefore, to a good approximation, dependent only on the position of

the beam at the BPM and is now independent of the beam charge.

In order to correct for the factor of 4 reduction in signal level, as given in Eq. (5.15), an

Analog Devices AD8001 Current Feedback Amplifier is used to amplify the output of the

final multiplier chip [115]. The AD8001 high speed amplifier chip was selected, as with the

AD835 multiplier, for its large bandwidth (800 MHz at unity gain [115]) and low latency

time [30]. The AD8001 provides a maximum output voltage swing of ±3.1 V, for a maximum

differential input voltage of ±1.2 V [115]. For the normaliser circuit, the amplifier is used as

a simple non-inverting amplifier, with the inverting input grounded. A single AD8001 with

a gain of 5 is used to amplify the output of the final multiplier chip up to the correct output

voltage (chip is shown in Fig. 5.26 marked ‘6’ and is termed the ‘Normaliser Pre-Amp’)9. As

with most operational amplifiers, the gain is set with a pair of resistors: an input resistor,

Ri, connected to the inverting input, and a feedback resistor, Rf , connected between the

inverting input and amplifier output. For a non-inverting input signal, the gain is defined

as:

G =
Ri +Rf

Ri

(5.16)

The stability, flatness and settle time of the AD8001 output is highly dependent upon the

correct matching of Ri and Rf . By interpolation of the figures given in [115], the best match

for a gain of 5 was achieved with Ri = 125 Ω and Rf = 511 Ω.

In addition to this output amplifier, two more AD8001’s are used as signal pre-amplifiers

for the Σ and ∆ inputs of the normaliser circuit (chips are marked ‘1’ and ‘2’ in Fig. 5.24 and

are referred to as the ‘Sum Pre-Amp’ and ‘Difference Pre-Amp’). These two amplifiers are

used to amplify the raw sum and difference signals up to the correct voltages for processing

by the multiplier chips. The maximum output of the X-band BPM processor is ∼200 mV

(see Section 4.8.2, page 143); however, the tolerances of the AD835 multipliers require an

9A gain of 5 rather than 4 is used for the output amplifier to take account of the inherent gain of each of
the multiplier chips of 0.95, as well as any transmission loss.
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input voltage in the range 0.5 < Vin < 1 V for reliable chip operation [30]. As such, the

two AD8001 pre-amplifiers are set with a gain of 10. The output signal is then split with a

50:50 resistive splitter network: half the signal goes to the AD835, with the other half output

to 3/8-in. heliax to allow monitoring and measuring of the sum and difference signals and

inversion of the sum signal with the FONT DAQ system. In addition, a 0.22 µF capacitor is

connected in series between the output of the pre-amplifier and the input of each multiplier.

The purpose of this decoupling capacitor is to remove the DC offset produced by each mixer

in the BPM processor (see Section 4.6.2, page 123), while still allowing the signal from the

BPM to pass unhindered.

5.3.2 Feedback Circuit

The FONT feedback circuit is the part of the FONT electronics designed to replicate the

Smith feedback design, as discussed in Section 3.2. The output of the normaliser circuit is

first amplified to the correct level, then split in two. One half of the signal is sent to the

kicker amplifier and is used to steer the beam (see Section 5.3.5). The other half of the signal

is passed through a delay cable that has the same signal length as the latency of the entire

system. The signal from the delay cable is then added to the output from the normaliser

circuit and the whole process repeats for the duration of the beam pulse.

A circuit diagram of the feedback circuit is shown in Fig. 5.26. The feedback circuit

consists of 3 chips, plus a fourth AD8001 amplifier (details given previously in Section 5.3.1).

This amplifier chip (the ‘Normaliser Pre-Amp’, marked ‘6’ in Fig. 5.26) is used to amplify the

normalised position signal up to the correct voltage. The output of the amplifier chip is then

split with a 10:1 resistive splitter network to allow external monitoring of the normalised

position signal. An AD835 multiplier is then used as a gain control for the normalised

signal and to add the signal from the delay cable (the ‘Feedback Multiplier’, marked ‘8’

in Fig. 5.26).

The X1 input of the multiplier chip takes the normalised position signal; as before, a

variable resistor network is connected to the X2 input to allow cancellation of the voltage

offsets of the X inputs. Connected to the Y1 input is a ±1 V DC power supply, mounted

outside the tunnel and run in on BNC cable. This allows remote adjustment of the normalised

position signal before it reaches the kicker amplifier or delay loop; it also allows the sign of

the signal to be changed remotely. The Y2 input is used as an offset voltage adjust as before.

The signal from the delay loop passes into the Z input and is summed with the normalised

position signal produced by the normaliser circuit. Since there is now no control over the

offset voltage of the W output, an AD835 chip was selected with the smallest possible offset:

for a correctly zeroed input, an output of less than 10 mV was measured.

The output of the feedback multiplier chip is then split a number of ways. The direct

output is first sent along two paths: one passes through a second multiplier that sets the

gain of the signal that travels around the delay loop (see below). The output of the chip

is connected directly to the input of the second multiplier, rather than through a resistive

splitter, since the short cable lengths involved do not introduce sufficient impedance to

cause an impedance mismatch [43]. The second signal path then travels through another
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10:1 resistive splitter network to allow monitoring of the feedback signal with the FONT

DAQ system; finally, the feedback signal is output to the kicker amplifier.

The final multiplier chip used in the feedback circuit is another AD835 (the ‘Loop Mul-

tiplier’, marked ‘9’ in Fig. 5.26) that is used to control the gain of the signal that travels

around the delay loop. It is used in the same fashion as the feedback multiplier chip, as

detailed above, with the feedback signal for the delay loop input into the X1 input. The

gain control is input into the Y1 input and, as with the feedback multiplier, is a ±1 V signal

that allows remote adjustment of the magnitude and sign of the feedback signal. However,

unlike the feedback multiplier, the loop multiplier gain control is pulsed: the gain pulse lasts

only for 500 ns and is timed to switch on the loop multiplier chip for the duration of the

beam pulse. Pulsing the loop gain serves the same purpose as the delay loop reset mentioned

in Section 3.2.3, page 54. Without any sort of switch, the signal in the delay loop would

quickly run away to infinity (or, in the case of the FONT feedback circuit, rapidly saturate

the multiplier chips) due to the iterative summing carried out by the feedback multiplier:

as such, the gain pulse switches off the delay loop signal after 500 ns, preventing the signal

from saturating. A square pulse generator with a remote trigger input was used to provide

the pulsed gain control.

The final chip on the feedback circuit is another AD8001 amplifier (the ‘Feedback Pre-

Amp’, marked ‘7’ in Fig. 5.26). This amplifier is connected between the signal return of

the delay loop and the Z input of the feedback multiplier. The purpose of this feedback

pre-amp is to amplify the signal that comes out of the delay loop: since there are signal

losses inherent in any length of cable, it is necessary to rectify these signal losses with a ×2

amplifier to bring the signal back up to the required level. The precise output of the delay

loop can then be set with the gain of the loop multiplier.

The entire feedback circuit was fabricated on a single circuit board with the normaliser

circuit: the complete circuit can be seen in Fig. 5.27. Integrating the two circuits onto a single

board allows minimisation of signal losses and, more importantly, the reduction in signal

delay between components. The entire signal path between components was assembled from

1/32-in. (0.08 mm) coaxial cable to ensure optimum signal speed and impedance matching.

The coaxial cable also provides a degree of shielding from external RF interference. The

circuit board was mounted within a rigid metal box: the input and output signals were

connected to SMA bulkhead connectors on the front and rear panels with 1/8-in. (0.32 mm)

coaxial cable (see Fig. 5.27). Power was supplied to the board with two BNC connectors

mounted on the front panel. The full connector layout of the front and rear panels is shown

in Fig. 5.28. An additional set of ±5 V connectors was assembled on the front panel of the

board, taking power from the board itself, to allow the connection of any additional external

amplifiers.

All of the chips used in the feedback and normaliser circuit require a voltage supply of

±5 V. An external voltage supply of ±15 V is supplied to the board via 2 BNC cables. A

Micrel Electronics MIC29300 low dropout regulator is used to drop the +15 V supply voltage

to the required +5 V for the chip power supplies [116]; a National Semiconductor LM2990

negative low dropout voltage regulator is used to limit the negative supply at −5 V [117].

In order that the voltage supplies could cope with the demands of the rapid signal variation
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(a) Front panel

(b) Rear panel

Figure 5.28: The front and rear panels of the FONT feedback circuit box.

of the FONT BPM pulses, 10 µF capacitors were connected between ground and the input

and output terminals of both voltage regulators. The purpose of these capacitors is to allow

current to be drawn rapidly from the capacitors, before the power supply has had time to

react, and keeping the power supply to each chip uninterrupted. For the same reason, a

pair of 47 µF capacitors was connected between each power supply rail on the circuit board

and ground, one at each end of the board. In addition, a 0.1 µF tantalum capacitor was

connected between ground and both power supply pins of each chip, again to provide a rapid

current source.

As mentioned previously, there is an inherent DC offset present on each of the signal pins

of the AD835: in each case, a variable resistor network was used to cancel the effect of these

voltage offsets. To facilitate accurate cancellation of these offsets, a systematic trimming

procedure, proposed by Josef Frisch, was followed once the circuit had been fabricated: this

trimming procedure is detailed in Appendix A.
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5.3.3 Data Acquisition and Charge Signal Inversion

The data acquisition system for FONT is similar to that already mentioned at the beginning

of Section 4.7. Two Tektronix TDS684C 1 GHz four channel digitising oscilloscopes [118],

each with a sampling rate of 5 Gs/s, provided the front end of the DAQ system, giving eight

available DAQ channels. Four channels were required for the four monitor signals output

from the feedback circuit: the raw BPM sum and difference, the normalised position and the

feedback loop signals (see Figs. 5.24, 5.26 and 5.28(a)). As a corroborative measurement of

the accuracy of the BPM sum signal, the output of Toroid 1750 was recorded; the voltage

applied to the kicker magnet was also recorded using the same 100:1 pickoff arrangement as

before (see Section 5.2.4). A seventh channel was used to measure the output of the signal

generator used to produce the pulsed gain signal, to allow the timing to be measured and

adjusted. Finally, the output of the AWG, used to produce the inverted charge signal, was

recorded (see below).

The two oscilloscopes were set up outside the NLCTA tunnel: all the necessary cabling

was run out of the tunnel through two ports in the roof, above quads QD1130 and QD1810

(see Figs. 5.1 and 5.2). This cabling consisted of six 3/8-in. heliax cables for each of the

monitor signals and the AWG signal input, plus four BNC coaxial cables used to carry the

two gain signals and the ±15 V power supply voltages. An Agilent E3630A DC power

supply [119] was used to provide both the ±15 V supplies to the board and the DC gain

voltage. A custom built rack mount splitter board, also situated outside the tunnel, was

used to distribute the ±15 V from the power supply, with a variable resistor network used

to supply and control the DC gain10.

Both scopes were connected via GPIB to a GPIB-to-TCP/IP network interface box:

this allowed remote control of the scopes over TCP/IP using the GPIB protocol. A PC in

the NLCTA control room was configured to be able to address the TCP/IP box over the

existing NLCTA local area network. The PC was set up to control the scopes using the GPIB

commands in Matlab: this allowed the complete integration of the FONT DAQ and data

analysis, as well as easy data storage for offline analysis in the standard Matlab file format.

A number of Matlab routines were written by Gavin Nesom to allow full GPIB control and

DAQ of the scopes, providing a fully automated DAQ procedure. A number of subroutines

were written to control the setup of the scopes (timebase, trigger, channel selection etc.)

and the DAQ procedure, allowing easy adjustment of the various setup parameters. Also

included was a subroutine to allow control of the AWG via GPIB (see below).

Both scopes were set up to use a common external trigger. This trigger pulse was provided

by the NLCTA BPM micro TA02 responsible for acquiring data from the downstream end of

the NLCTA11. As such, the scopes were set to acquire data at the same time as the NLCTA

BPM’s. This had the added advantage that the NLCTA BPM’s had to be set up to acquire

data whenever FONT was running so that the correct trigger signal could be provided for the

scopes, meaning that it was a trivial process to collect data from the NLCTA BPM’s with

10DC supply board machined and assembled by Matt Sorgenfrei at SLAC.
11NLCTA control and DAQ is split between two micro’s: TA01, primarily responsible for the front half of

the accelerator, up to quad QD1110, and TA02, used for the rear section of the accelerator.
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the SCP at the same time as FONT. The scopes were set up to acquire a single set of data:

the Matlab routine would then retrieve that data from the scopes whenever they entered

this “stopped” state. Once the DAQ process for a single data pulse had been completed, the

scopes would be reset to the “single acquisition” state and the process would repeat. In this

way, it was possible to ensure that the scopes would trigger only when the Matlab routine

was ready to record the data.

Having acquired and recorded the data from a single pulse, the next stage is to calculate

and output the inverted sum signal (1/Q) to the feedback circuit. An Agilent 33250A

80 MHz Arbitrary Waveform Generator (AWG) [120] was used to provide the inverted sum

signal. An arbitrary waveform generator (or AFG: arbitrary function generator) is a signal

generator that can be programmed to output any desired waveform, up to its bandwidth

limit. The 33250A AWG is equipped with GPIB, to allow remote programming of the

arbitrary waveform, and a dedicated trigger input. The trigger input allows the AWG to be

programmed with the required waveform, which is then output whenever a trigger pulse is

received. It is also possible to program in a delay time — up to 85 s and with 0.1 ns resolution

— between the unit receiving the trigger pulse and outputting the desired waveform: this

allows remote adjustment of the time at which the arbitrary waveform is output. This trigger

delay, along with the AWG output mode and frequency, is programmed into the AWG as

part of the initial setup subroutine of the DAQ program in Matlab. In truth, the bandwidth

of the AWG arbitrary waveform output is limited not only by the 80 MHz bandwidth of the

output, but also by the maximum sampling rate of the input waveform of 200 MHz, giving

a maximum granularity of the inverted charge signal of 5 ns. However, it was felt that this

provided sufficient bandwidth to produce an acceptable signal output [30].

Once the BPM data has been acquired and stored by Matlab, the inverted sum signal

is calculated from the recorded BPM sum signal. A limit is placed on the magnitude of

the inverted signal in software to prevent the AWG output going over 2 V: this keeps the

signal input to the two first stage multiplier chips on the feedback board below the required

1 V signal maximum. If this limit was not put in place, the inverted signal would rapidly

diverge to infinity as the sum signal drops away rapidly at the start and end of the pulse,

overloading the signal inputs to the normaliser circuit. Once the inverted signal has been

calculated, it is then sent via GPIB to the AWG. The AWG then outputs this waveform

to the feedback circuit via a 3/8-in. heliax cable, as mentioned above, which carries the

signal into the tunnel. The trigger for the AWG is provided by a separate crate on TA01,

allowing the AWG waveform to be output prior to the beam reaching the FONT BPM. The

exact timing of this trigger is then controlled using the trigger delay within the Matlab DAQ

routine.

The final stage of the DAQ process is to save the recorded data to disk. The DAQ routine

is set to run for a preprogrammed number of pulses: during each pulse, the data for that

pulse is recorded in the Matlab workspace with a unique variable name. Once all the pulses

have been recorded, the data for each pulse is recorded in a single .mat-file: this records

the time and voltage information for each scope channel, plus the calculated inverted sum

signal. The full DAQ program therefore encompasses the following subroutines:
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1. Scope setup: both scopes are programmed with GPIB data format, timebase, trigger

and data acquisition mode.

2. AWG setup: the AWG is programmed with the required trigger delay and to output

a user defined waveform (the calculated inverted sum signal).

3. Acquire scope state: the scope acquisition state is continuously acquired until the

“stopped” state is entered, indicating that data has been recorded.

4. Retrieve scope data: the data from each scope is retrieved via GPIB and displayed

on-screen; it is also saved as a new Matlab variable in preparation for saving to disk.

5. Calculate 1/Σ′: inverted charge signal is calculated and displayed on-screen.

6. Output 1/Σ′ to AWG: the AWG is programmed with the inverted charge signal via

GPIB; the scopes and AWG are then set to run in preparation for the next pulse.

7. Record data: once the full DAQ cycle for all pulses has finished, the data for each

pulse is recorded in a .mat-file for offline data analysis.

5.3.4 Signal Pre-Amplifiers and Feedback Loop Control

As mentioned previously, at the end of Section 5.3.1, the reliable input voltage range for the

AD835 multipliers used in the normaliser circuit is limited to 0.5 < Vin < 1 V. This limits

the output of the sum and difference signals of the BPM processor to 0.1 < Vout < 0.2 V:

this not only places a constraint on the peak output of the processor, but also on the flatness

of the BPM signal i.e. the flatness of the charge distribution within the pulse. Independent

of the absolute magnitude of either the sum or difference signals, it is a necessary condition

that the charge distribution within the pulse not vary by more than a factor of 2 within

the measurable portion of the pulse. This means that droops in the sum signal, such as

those seen in Fig. 4.49, page 140, are unacceptable. Removal of these dips in the charge

distribution was doubly important since such droops are thought to be the cause of the

overshoot seen on the BPM difference signal (see Section 4.8.3 for details). It was therefore

necessary to ensure that the beam was tuned to such a standard that such droops were not

seen in the final FONT runs.

However, it was felt that, in order to limit the absolute magnitude of both the sum and

difference signals to ±200 mV, a signal pre-amplifier should be used between the output of

the BPM processor and the input to the normaliser circuit [121]. A pair of pre-amplifiers

was designed and built by Colin Perry, based around the same AD8001 amplifier as used in

the feedback circuit. Each pre-amp circuit provided an adjustable gain range between −9 dB

and +36 dB in 3 dB steps. Each circuit consists of 3 gain stages and 2 attenuator stages:

the circuit diagram of each of the stages is shown in Fig. 5.29. The attenuator section in

each stage is remotely switchable via a series of relays, controlled from outside the tunnel

via a custom-built multiple strand cable and selector switch. The cable also provides power

for the six amplifiers in the circuit. Each amplifier is set always to be on: in this way,

the signal delay through the entire pre-amplifier is independent of the gain selected. These
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Figure 5.29: Circuit diagrams of each of the stages in the FONT BPM signal pre-
amplifiers [43]. Each pre-amp contains 3 of the 12 dB amplifier stages, plus one 6 dB
and one 3 dB stage; the resistor networks ensure correct 50 Ω impedance matching for each
stage. This also means that the gain of the amplifier is cut from ×8 to ×4.

pre-amplifiers therefore provided a method of remotely adjusting the voltage of the sum and

difference signals output by the BPM processor.

In addition to the BPM pre-amplifiers, a remote method of adjusting the length of the

delay loop was also discussed [121]. A delay box featuring a second relay assembly, with four

relay stages, was designed and built by Colin Perry, making use of the same cable used to

control the BPM pre-amps. This relay assembly follows a similar design to that of the 3 dB

stage of the pre-amps shown in Fig. 5.29. However, the resistor network is replaced with a

pair of external BNC connectors, allowing a BNC cable to be connected. The delay box is

then placed in series with the delay cable, allowing the remote adjustment of the latency

of the delay loop. The four external cables allow an additional delay of up to 42 ns to be

added to the delay loop, allowing the latency of the delay loop to be remotely adjusted with

a granularity of ∼2.5 ns.

5.3.5 Kicker Amplifier

The FONT kicker amplifier is, from an electronics perspective, the most complex part of the

entire FONT system. It was also the component that required the most intensive R&D to

achieve the required signal output. A kick voltage of some 300 V is required for the kicker

magnet to produce a modest position change of 1 normalised BPM Unit (see Section 5.2.3,

page 176) — this corresponds to a power output of around 2 kW, for a rise time less than

5 ns. The equivalent requirement for the actual IPFB kicker driver is a maximum power

output of 10 W (see Section 3.2.3, page 52). It was not possible therefore to use the design
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(a) Planar triode

HEATER

CATHODE

GRID

ANODE

(b) Triode tube diagram

Figure 5.30: The Y690 planar triode tube used in the FONT kicker amplifier, along with
its circuit diagram (adapted from [122]). In (a), the anode is shown at the bottom, with
the heater contacts at the top. The two concentric rings are the grid (lower) and cathode
(upper) contacts.

intended for use with the IPFB system for FONT, since the power requirements are so much

greater [56].

As such, a new amplifier design had to be conceived in order to deliver the high power, low

rise time requirements of the FONT system. Such an amplifier was designed and constructed

by Colin Perry at Oxford University. This amplifier design is based around three Y690 planar

triode tubes, which are used to amplify the incoming signal from the feedback circuit and

power the signal that is used to drive the kicker magnet. The Y690 tube used for FONT is

shown in Fig. 5.30, along with its circuit diagram. The planar triode is a particular type of

tube designed for use at both high frequency and power [43]: it differs from a standard tube

in that the internal connections — heater, cathode, grid and anode — are arranged parallel

to one another in a planar arrangement, hence the name [123]. Otherwise, the planar triode

operates in the same fashion as any other tube. A heater is used to heat a cathode and

boil off electrons: these are accelerated towards an anode by a potential difference applied

between cathode and anode. A modulating signal is applied to the grid, which controls the

electron flow between cathode and anode: as such, the signal on the grid is amplified at

the anode. The amplified signal is therefore picked off at the anode; the gain of the tube

depends upon the applied bias voltage between cathode and anode.

The planar triode is normally used to amplify high frequency signals with a high output

power. By decreasing the gap width between cathode, grid and anode, the electron drift

time is reduced, increasing the bandwidth of the tube [122]: the Y690 can amplify signals

up to 2 GHz [124]. However, it is not possible to make the planar triode too small, due to

the large amount of heat generated during high power operation: this sets a limit on the size
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of the tube and therefore on the maximum output frequency [43].

As mentioned above, the Perry design for the FONT kicker amplifier makes use of three

Y690 planar triodes to amplify the signal from the feedback circuit and drive the kicker

magnet. The completed amplifier is shown in Fig. 5.31. The amplifier has a small pre-amp

stage that amplifies the ±1 V output of the feedback circuit up to ±5 V. This ±5 V signal is

then amplified again to the ±350 V signal used to drive the kicker magnet. The amplifier is

designed to sit as close to the kicker as possible, and is connected to the kicker signal input

with 1/2-in. heliax (see Section 5.2.3).

In addition, the amplifier has two external control boxes that sit outside the tunnel. The

first provides the high voltage power supply that is used to power the tubes: this is brought

into the tunnel on HV BNC cable. The second control box provides the trigger for the main

amplifier. The amplifier operates by modulating the output pulse that is produced by the

tubes when the bias voltage is first applied and the anode current begins to settle. Since the

tubes must be powered on before the beam pulse arrives, this bias voltage must be applied

in time for the beam pulse to arrive. As such, the amplifier uses a separate trigger to switch

the tubes on around 3 µs before the arrival of the beam pulse. The trigger pulse is supplied

to the amplifier from the control box via a 37-pin connector and cable that connects to the

front of the control box. The two external control boxes are shown in Fig. 5.32.

5.4 FONT Electronics Bench Tests

Prior to installation of the FONT electronics inside the NLCTA tunnel, it was felt that a full

system bench test would be vital in checking the correct operation of the system. As such, a

tester circuit was designed by Josef Frisch and assembled by Tonee Smith at SLAC to provide

simulated BPM difference and sum signals for the feedback circuit. The tester circuit was

designed to recreate the sum and difference signals produced by the FONT BPM processor

(see Section 4.6) and is described in Section 5.4.2. In order to do so, it was necessary to

simulate the beam position and charge as seen by the BPM.

5.4.1 Replication of Beam Position and Charge

The simplest source of data for recreating the charge and position of the beam was the large

quantity of previously collected BPM data. Using one of these many datasets would allow a

large range of position and charge signals to be input to the feedback circuit, all from real

measurements. A pair of Stanford Research Systems DS345 30 MHz Arbitrary Waveform

Generators [125] was utilised to output these faked beam signals. The DS345 operates in

the same fashion as the Agilent 33250A AWG used to produce the inverted sum signal.

Each AWG can be programmed with an arbitrary waveform, with a specified frequency and

magnitude, and output either at a predetermined time interval or in response to an external

trigger signal. As such, it was possible to program one of the DS345’s with a facsimile of

the beam position and another with the beam charge.
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Figure 5.31: The electronics layout within the FONT kicker amplifier. The three planar
triodes are encased within the black heat sinks in the centre of the box. The feedback signal
and trigger inputs are on the right hand end of the box, with the high voltage supply input
and kicker supply output on the left.

(a) PSU box (b) Control box

Figure 5.32: The two external control boxes used for the FONT kicker amplifier. The high
voltage power is provided by the HV BNC connector on the front of the PSU box. The
trigger signal is input to the control box via the BNC connectors on the front and switches
on the main amplifier with a separate cable connected to the 37-pin connector.
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As with the 33250A, the DS345 can be controlled through its GPIB interface. Although

this gave the possibility that the DS345’s could be programmed using the same Matlab GPIB

routines used for the DAQ system, this could not be achieved in the short time available. As

such, a series of LabView VI’s used to control the DS345, written by Kirsten Hacker at SLAC,

were modified for FONT’s purposes by Tonee Smith and Stephen Molloy. These allowed each

of the DS345’s to be programmed with the specified charge and position waveforms. Each

waveform could be selected from amongst a large set, allowing LabView to cycle through

the set and provide a position and charge variation from pulse to pulse, rather than simply

using the same pulse shape repeatedly.

LabView, however, requires data files in a different format than Matlab: tab-delimited

.dat files as opposed to Matlab’s proprietary .mat format. In order to provide LabView with

the necessary waveforms, a selection of data from a previous run was converted to .dat format

for use in LabView by Gavin Nesom. Since the BPM sum signal is an excellent measurement

of the true beam charge (see Section 4.8.1), in each case the BPM sum signal was used to

produce the beam charge waveform. For the beam position waveform, the normalised beam

position was calculated using the recorded sum and difference signals, with the intention that

the tester circuit should simply reverse this procedure (see Section 5.4.2). Both waveforms

were then scaled to 1 V maximum amplitude.

Figure 5.33: The output of the DS345 AWG using a genuine beam charge measurement as
the input waveform. Note that none of the features of the beam charge profile (left hand
plot) are repeated on the AWG waveform (right hand plot).

However, having produced these simulated position and charge signals, it quickly became

clear that the DS345 AWG’s would be unable to reproduce these waveforms with the required

granularity. The DS345 has an output bandwidth of 10 MHz for an arbitrary waveform, with

a maximum sampling rate of 40 MHz: this corresponds to a minimum point spacing of 25 ns.

As such, any features in the charge and position profiles shorter than around 50 ns in length

would not appear on the simulated waveforms. The output of the DS345, using a real charge

profile for the arbitrary waveform input, is shown in Fig. 5.33. This gave two possibilities:

1. Increase the length of each pulse, to simulate a beam pulse several microseconds in

length with the same number of features as the real beam pulse, but without the

necessary bandwidth.
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2. Keep the pulse length the same but dispense with the finer grained features to give

only an approximation of the true pulse.

Given that one of the main constraints on the real system was the limited beam pulse

length of some 180 ns, it was felt that lengthening the simulated pulse would not gain

anything for the simulation. Since neither case would be able to simulate the rapid charge

variation seen on the real pulse (see Fig. 4.51, page 142), increasing the pulse length would

only have further weakened the accuracy of the simulation. As such, it was also feasible

to produce a number of position waveforms with flat or tilted profiles, without the detailed

structure seen in the real beam, to provide some simpler cases for study. A selection of the

simulated beam charge and position profiles is shown in Fig. 5.35 at the end of Section 5.4.3.

5.4.2 The FONT Tester Circuit

The purpose of producing simulated position and charge signals, as opposed to sum and

difference signals, is that, although the feedback circuit requires the BPM sum and difference

signals as its inputs, the corrective output signal is given in terms of the beam position i.e.

a voltage to be amplified and applied to the kicker magnet, which causes a change only in

the beam position. Since one is attempting to feed the output of the feedback circuit back

to the input to replicate the effect of the kick applied to the beam, it is simpler to do this

in terms of the beam position (multiplying position and charge to produce the difference

signal) than the BPM difference signal (dividing difference by sum to give beam position).

As mentioned previously, a tester circuit was fabricated to simulate the signal output of the

beam components that are not present for the bench test i.e. the BPM sum and difference

signals produced in response to the FONT system correction.

A circuit diagram of the tester circuit is shown in Fig. 5.34. The circuit is constructed

around the same AD835 multiplier chip used for the feedback circuit. The power supply for

this tester circuit was provided by the ±5 V connections on the front of the feedback box.

The tester circuit takes the two simulated position and charge signals produced by the DS345

AWG’s as its inputs. The charge signal is first split using a resistive splitter network: half

the signal goes straight to the sum input of the feedback circuit to simulate the sum signal.

The other half is used by the tester circuit to produce the simulated difference output. The

charge signal is input to the X1 input of the AD835; the X2 input is used to correct the

mutual voltage offset of the two inputs in the same manner as the other AD835’s used in

the feedback circuit (see Section 5.3.1 and Fig. 5.25 for details of the pin arrangements of

the AD835 chip). The Z input also serves the same purpose, acting as an offset adjust for

the voltage offset of the Z input and W output12.

The simulated position signal is input at Y1: with this setup, the signal seen at the

output of the chip would therefore be the product of position and charge, which is, to a

12In truth, the Z offset adjust is not necessary, since the feedback circuit itself removes any DC offset
through its AC-coupled inputs (see Fig. 5.24, page 181). However, the addition of such adjusts was neither
time consuming nor detrimental to the operation of the circuit, so they were included in the same fashion
as before.
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Figure 5.34: Circuit diagram of the FONT feedback tester circuit. The charge signal passes
through the splitter and is output as the sum signal; the multiplier chip uses the position
and charge signals to produce the difference signal. The corrective output from the feedback
circuit is summed at the position input.

good approximation, the BPM difference signal. However, this setup would not include the

corrective effect of the feedback circuit. Therefore, the output of the feedback circuit that

would normally go on to the kicker amplifier is input to the Y2 input of the AD835. Since

the kicker amplifier should have a linear input-output response, the amount that the beam

is kicked by the kicker — and therefore deflected at the BPM — has a linear dependence

on the output of the feedback circuit. As such, it is perfectly acceptable for the purposes of

the simulation to have the output of the feedback circuit directly affect the simulated beam

position. It is then possible to vary the magnitude and direction of this change in beam

position by varying the sign and magnitude of the DC gain input to the feedback circuit.

In this way, the tester circuit simulates the effect of the feedback circuit correcting the

position of a misaligned beam. The output of the feedback circuit is connected to the

feedback loop input of the tester circuit via a 32 ns long BNC cable, to simulate the round trip

time of the real FONT system. Initially, the same trigger signals as described in Section 5.3.3

were used for the FONT 33250A AWG and the scopes, to allow the feedback circuit to operate

as closely as possible to the real beam test. In order to synchronise the test AWG’s to the

feedback circuit and AWG, the trigger output of the 33250A was used to trigger the two test

AWG’s.

A problem occurred with the initial setup of the triggers, since the test AWG’s could only

be synchronised to their 10 MHz clocks: although they would receive the trigger input from

the 33250A at the correct time, the output would be delayed until the next clock cycle. This

meant that the output of the test AWG’s would not arrive at the same time for consecutive

pulses within the acquisition window of the scopes. As such, the inverted signal produced

by the 33250A would no longer align correctly with the simulated sum and difference signals
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Component Signal Component
Name (ID) delay (ns) delay (ns)

Difference Pre-Amp (1)
in 0

1.9
out 1.9

Difference Multiplier (3)
in 2.0

1.7
out 3.7

Sum Pre-Amp (2)
in 0.3

1.7
out 2.0

Sum Multiplier (4)
in 2.2

1.7
out 3.9

Normaliser (5)
in (from 3) 4.2

1.8in (from 4) 4.3
out 6.1

Normaliser Pre-Amp (6)
in 6.2

1.4
out 7.6

Feedback Multiplier (8)
in 7.9

1.6
out 9.3

Full circuit delay 10.5

Table 5.2: Signal delay measurements for each component in the FONT feedback circuit (see
Figs. 5.24 and 5.26 for chip ID’s). The full circuit delay was measured across the feedback
box from input to output connector (see Fig. 5.27).

due to the timing jitter. The eventual solution was to lengthen the output pulse of the

position AWG to 500 ns, arriving before the start of the charge pulse. The FONT AWG and

oscilloscopes were then set to trigger on the trigger output of the charge AWG, allowing all

the components to be synchronised on each pulse.

5.4.3 Simulated Feedback Circuit Input Signals

Before the feedback circuit was tested with the simulated beam pulses, a series of measure-

ments was made on the signal propagation delay of each component in the feedback circuit.

A 500 ns 500 mV square pulse was input to the sum, difference and AWG inputs of the

normaliser circuit: the sum and difference inputs each had a 14 dB attenuator connected in

series to drop the input voltage to 100 mV. The signal path between the pulse generator and

the AWG input was the shortest, allowing measurements to be made on the leading edge of

the sum and difference pulses. With a ∼700 mV DC signal input to the DC gain, the output

of the circuit was measured to be ∼400 mV, with a pulse length roughly the same as the

input pulses.

The signal delay through each component was measured by using a scope probe at the

input and output pins of each chip in the signal path. The half height voltage of the square

pulse was used to measure the time difference between the reference point — the input of

the difference pre-amp — and the measurement point. The signal delays for each component

are summarised in Table 5.2. It is interesting to note that, although the signal delay through
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each of the AD835’s is constant at around 1.7 ns, the delay through the AD8001’s appears

to be gain dependent, since the ×5 amplifier is almost half a nanosecond faster than the

two ×10 amplifiers. This is consistent with the gain dependent bandwidth specifications of

the chip [115]. The full circuit delay was measured to be 10.5 ns between the external SMA

connectors of the difference input and the feedback output.

The full bench test of the feedback circuit was carried out in two parts: firstly without,

and then with the delay loop. In both cases, the types of input pulse used were the same:

the charge input signals are shown in Fig. 5.35. It is clear to see the effect of the bandwidth

limit applied by the DS345 AWG: each of the pulses shown in Fig. 5.35 shows a significant

smoothing between the input and output waveform of the DS345 (this is the reason for

the shape difference of the two pulses shown in Fig. 5.35(c)). It is for this reason that

these manually created charged distributions were used for a number of the tests. Since

the complex charge variation seen on the real beam charge distribution is not repeated

with the AWG pulse (see Fig. 5.33), the fake charge distributions allow a greater degree of

manipulation of the signals input to the feedback circuit.

The corresponding position signal is shown in Fig. 5.36(a): note that, as mentioned above,

the position signal is considerably longer than the various charge signals shown in Fig. 5.35.

The position signal was timed to arrive at the tester circuit some 100 ns before the charge

signal. Using the charge profile shown in Fig. 5.35(b), the resultant difference signal output of

the tester circuit (without the feedback circuit) is shown in Fig. 5.36(b). Since the position

signal is essentially a 450 ns square pulse, the difference signal carries the shape of the

charge signal, in a similar manner to the true sum and difference signals shown in Fig. 4.53

(page 144).

5.4.4 Simulated Feedback Circuit Response

The resulting output of the feedback circuit, without the use of the delay loop, is shown

in Fig. 5.37. The sum signal measured by the feedback circuit (blue) follows the expected

profile. The FONT AWG signal (green) is clearly an inversion of the sum signal. The rapid

cutoff that occurs at either end of this signal is a result of the limit that prevents the AWG

signal from going over 2 V, as mentioned in Section 5.3.3. The AWG pulse sets the maximum

length of the beam pulse that the feedback circuit processes: in this case, this is 180 ns.

The difference signal (black) exhibits the behaviour that one would expect from the

circuit without the delay loop in operation. Initially, it follows the contour of the sum

signal. At 100 ns, the effect of the offset has been measured by the feedback circuit, and

a correction attempted. At this point, the simulated beam is steered down, towards the

BPM ‘centre’, and the simulated difference signal drops accordingly. After another latency

period, at 145 ns, the corrected beam has been registered by the feedback circuit: since

the delay loop is not connected, the system has no memory of its previous correction and

the difference signal (and beam position) returns to its previous level, essentially setting the

system back to its initial state. After a further latency period, at 190 ns, the feedback circuit

has once again measured the simulated beam offset and applied a correction to the beam

position, which is reflected in the difference signal. Finally, at around 230 ns, the AWG 1/Q
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(a) Flat charge distribution

(b) Tilted charge distribution

(c) Realistic charge signal

Figure 5.35: The output of the DS345 AWG used to produce the simulated input waveforms
for the feedback circuit bench test. In each case, the input waveform is shown on the left
with the corresponding output of the DS345 shown in the right. Each input waveform was
created by hand in Matlab and transferred to LabView to be output to the AWG.
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(a) Position signal (b) Difference signal

Figure 5.36: The simulated position signal and resultant difference signal, using the simulated
beam charge signal shown in Fig. 5.35(b).

pulse switches off, preventing the feedback circuit from applying any further correction: the

difference signal then returns to follow the sum signal as it drops back to zero.

The normalised output of the feedback circuit is shown on Fig. 5.37 in red. In some

sense, this is the most important indicator of the health of the feedback circuit, since it

is an indicator of where the feedback circuit thinks the beam is. The primary feature of

the normalised signal is that it has roughly the same shape as the difference signal. More

importantly, however, the normalised signal a) is clearly gated by the AWG pulse, since it

rises sharply at 65 ns, and b) does not share the pulse shape of the sum signal at its leading

or trailing edges. This can be seen clearly on the leading edge of the normalised signal:

instead of showing the slow rise of the difference signal, the normalised signal has a sharp

edge and plateau, indicating that the beam position is flat. It is possible to see the 11 ns

latency of the feedback circuit: this is the cause of the delay between the black and red

traces.

Also clear from the normalised signal is the cumulative effect of the bandwidth limit of

each of the components of the feedback circuit. Although the normalised output shows a

sharp leading edge, the rising and falling edges of the pulse become consistently slower with

consecutive latency periods. This is likely to be caused by the limited bandwidth of the

normaliser and feedback stages of the circuit, and results in a continuous smoothing with

each successive pass round the feedback loop. This smoothing is likely to be exaggerated

slightly by the AD835 used as part of the tester circuit and the 32 ns-long coaxial cable

connected between the output of the feedback circuit and the feedback input of the tester

circuit.

Both the initial normalised signal flatness and the signal smoothing can be seen on the

normalised signal in Figs. 5.38 and 5.39: these show the same data as Fig. 5.37, but with

two different charge profiles. Both the normalised position and the difference signals show

the same general shape as seen in Fig. 5.37, but the effect of the altered charge profile can
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Figure 5.37: The output of the feedback circuit for the simulated beam charge profile shown
in Fig. 5.35(a). The signals shown are: simulated sum signal (blue), simulated difference
signal (black), FONT AWG 1/Q output (green) and feedback circuit normalised output
(red).

be seen on the difference signal and AWG output. The relative height of the peaks in the

normalised signal is also similar between each of the three charge profiles. However, the dip

in the signal after ∼120 ns and the second peak at ∼180 ns both show a small spike on the

trailing edge. It is interesting to note that similar features also appear in the original IPFB

simulations shown in Fig. 3.21, page 71. It was not possible, in the short time available, to

fully establish the cause of these spikes. It is likely, however, that the feedback circuit is

operating as designed, since the deviations between the normalised signals of Figs. 5.37–5.39

are small.

The next stage in the bench test was to include the feedback loop. The variable delay

loop control, described in Section 5.3.4, was also included, to allow accurate adjustment of

the length of the delay loop. Using the charge profile shown in Fig. 5.35(c), the output of the

feedback circuit is shown in Fig. 5.40. Again, the sum signal (blue) shows the double peaked

shape seen previously, with the AWG 1/Q signal (green) clearly the inversion of this signal,

with a cutoff at around 2 V. However, when compared with Fig. 5.39, the difference and

normalised position signals now clearly show the effect of the delay loop. After the second

latency period, instead of rising back to the original level, both signals now continue to step

towards zero, indicating that the simulated beam is being slowly steered back towards the

centre of the BPM.

The normalised position signal is shown separately in Fig. 5.41. It is clear that the beam

position exhibits the stepping behaviour characteristic of the IPFB design described in Sec-
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Figure 5.38: The output of the feedback circuit for the simulated beam charge profile shown
in Fig. 5.35(b). The signals shown are the same as those of Fig. 5.37.

Figure 5.39: The output of the feedback circuit for the simulated beam charge profile similar
to that shown in Fig. 5.35(c). The signals shown are the same for those of Fig. 5.37.
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Figure 5.40: The output of the feedback circuit for the simulated beam charge profile similar
to that shown in Fig. 5.35(c) but with the addition of the delay loop. The signals shown are
the same for those of Fig. 5.37.

Figure 5.41: The normalised output (red) and delay loop signal (black) for the feedback
circuit using the simulated pulses shown in Fig. 5.40. The point at which the delay loop
acts for each latency period is shown on the plot (marked ‘1’, ‘2’ and ‘3’); each trace is the
average of 10 measurements.
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tion 3.2. The simulated beam position shown in Fig. 5.41 compares extremely favourably

with the original IPFB simulations, such as those shown in Fig. 3.20, page 71. Even with

the noise inherent in the FONT electronics, there is a clear similarity between the beam

positions shown in Figs. 5.41 and 3.20(b).

Also shown in Fig. 5.41 is the signal that passes into the delay loop: here the intended

iterative behaviour can be seen. The first two corrective stages are clear, with a third just

visible: these are marked on the figure. Beyond this, there is no longer any source signal, since

the simulated input signals are no longer present, and the feedback signal continues to run

around the delay loop until it decays back to zero. It is therefore possible to conclude from

these simulations that, within the scope of the bench test, the FONT electronics perform as

intended.

5.5 FONT System Full Beam Test

Having completed the bench testing of the FONT feedback electronics, the final stage was

to test the full FONT system on the beam line at the NLCTA. A number of different tests

were carried out to test the correct operation of the full system. These are described in the

remainder of this chapter.

5.5.1 Installation of FONT in the NLCTA Tunnel

With the FONT BPM processor installed directly below the BPM (see Fig. 4.29, page 119),

and the X-band amplifier situated around 50 cm upstream, this left around 3 m of available

space to install the complete FONT system. The intention was to decrease the latency of the

system by minimising the amount of cable used to connect components, ideally to be little

more than the∼4 m between the front end of the kicker and the BPM. Latency measurements

of the various components in the FONT setup are shown in Table 5.313 (see Fig. 5.3 for detail

of the beam components in the FONT area). The total system latency of 67.0 ns is almost

double that of the expected IPFB latency (see footnote 1 on page 54): however, since the

beam flight distances are similar to that suggested for the IPFB, this extra delay is due

to the extra processing time required to deal with the high power signals involved and the

associated signal delays from using cables with a speed less than c.

In order to achieve this expected system latency, it was necessary to install each of

the FONT system components directly below the beam line. The 0.5 m of excess cable

length mentioned in Table 5.3 takes into account this arrangement, making the assumption

that, although the girders on which the FONT system would be placed are only ∼0.3 m

below the beampipe, there is always some additional cable length taken up in connecting

components. The variable pre-amp box was placed upstream of the BPM processor, between

quads QD1650 and QD1760, with the sum and difference inputs of the pre-amp connected

to the output of the BPM processor mixers with a pair of 80 cm coaxial SMA cables. The

13Beam length measurements taken from the SCP.
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Figure 5.42: The arrangement of the pre-amp and feedback circuits and associated cabling
for the final FONT installation. The control connections for the pre-amp gain can be seen
at the top of the silver pre-amp box.

Figure 5.43: The output connections of the feedback circuit and the delay loop. The variable
delay box is controlled via the grey ribbon cable, connected to the left side of the box with
the blue connector.
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Distance from QD1550 to QD1760 (centres) 5.24 m
Distance from QD1550 to kicker front end 0.3 m

Distance from BPM centre to QD1760 0.75 m
Beam flight distance from kicker to BPM 4.19 m

(1) — Beam flight time at c 14.0 ns
Pre-amp box length 0.16 m

Feedback circuit box length 0.26 m
Kicker Amp length 0.44 m
Excess cable length 0.5 m

Total cable length from BPM to kicker 3.83 m
Length & speed of Heliax cable 2 m, 0.8c [92]
Length & speed of coaxial cable 1.83 m, 0.6c [92]

(2) — Total cable delay 8.3 + 10.2 = 18.5 ns
BPM Processor signal delay 5 ns

Pre-amp latency 5 ns
Feedback circuit latency 10.5 ns

Kicker Amp latency 12 ns
Kicker magnet fill time 2 ns

(3) — Total FONT electronics latency 34.5 ns
(4) — FONT system latency (2 + 3) 53.0 ns
(5) — Total round trip time (1 + 4) 67.0 ns

Table 5.3: Transit time and signal delay measurements for the complete FONT system.
Calculation assumes an extra 0.5 m of cable is present in the system and that half the
cabling is heliax and half coaxial cable (either BNC or SMA) [43].

pre-amp box was then connected to the feedback circuit with a pair of 5 cm coaxial SMA

cables. The ±15 V power supply for the feedback circuit was brought in on a pair of BNC

cables; the gain signals were also brought in on BNC cables, with the AWG input and the

four monitor output signals carried on 3/8-in. heliax. The pre-amp and feedback circuit

assembly in the NLCTA tunnel is shown in Fig. 5.42. The delay loop and variable delay box

were placed just upstream of the feedback box: this is shown in Fig. 5.43.

The kicker amplifier was placed on a different girder, between quads QD1550 and QD1650,

with its input connected to the output of the feedback circuit with a 3/8-in. heliax cable;

the installed kicker amplifier is shown in Fig. 5.44. The kicker amplifier was then connected

to one of the upper input connectors of the kicker magnet with a 1 m length of high voltage

heliax cable. The output of the kicker magnet remained connected to the high voltage 50 Ω

terminator described in Section 5.2.4, to allow measurement of the kicker pulse outside the

tunnel. Finally, once all the equipment had been installed, it was encased in lead shielding to

protect the more sensitive parts of the electronics from radiation damage during accelerator

operation. The completed installation can be seen in Fig. 5.45.
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Figure 5.44: The FONT kicker driver installed in the NLCTA next to the kicker magnet.
The kicker amplifier input is on the right of the box: the large grey cable carries the control
and trigger signals.

Figure 5.45: The fully installed FONT system, enclosed within its lead shielding below the
NLCTA beampipe. The quad in the centre of the picture is QD1650.
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5.5.2 Normalised Signal Output

Before carrying out a complete test of the FONT system, it was necessary to check the

performance of the normaliser stage of the feedback circuit. Since the linear behaviour

of the FONT magnet assembly (Section 5.2) and the linear response of the X-band BPM

(Section 4.8.2) had already been measured, it was expected that the normaliser circuit would

also show the same linear behaviour.

To test the response of the feedback circuit, the SCP was set up to steer the beam with

the FONT dipole and YCOR 1650, in the same way as described in Sections 4.8.2 and 5.2.2.

The two dipoles were first adjusted until the beam appeared to be travelling as close to the

centres of QD1650 and QD1760, as measured by NLCTA stripline BPM’s 1651 and 1761.

The FONT dipole was then steered through 10 positions, in steps of 21× 10−2 G-m, with 5

beam pulses recorded at each position. The FONT dipole was then re-centred and YCOR

1650 steered through 13 positions, in steps of 50× 10−2 G-m, with 5 beam pulses recorded

at each position.

Figure 5.46: The normalised signal output from the normaliser stage of the FONT feedback
circuit for 10 settings of the FONT dipole. Each trace is the average of 5 pulses.

The normalised signal output of the feedback circuit in response to the variation of the

FONT dipole is shown in Fig. 5.46. The same stepping is evident as that shown previously

in Fig. 4.55 (page 146) in Section 4.8.2 as a result of the variation in field strength of the

FONT dipole. This figure should be compared to Fig. 5.47: this shows the same information,

but the normalised position is calculated, as before, using the raw BPM sum and difference

signals. In theory, if the feedback circuit worked perfectly and had infinite bandwidth, these

two figures should be identical. However, this is not the case: there is clearly more ‘noise’
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Figure 5.47: The normalised BPM position signal for 10 settings of the FONT dipole. The
normalised position is calculated from ∆/Σ as before; each trace is the average of 5 pulses.
The noise at the start and end of each pulse is the result of dividing two very small signals.

on the calculated signal in Fig. 5.47 than on the signal in Fig. 5.46. It is also interesting

to note that the noise along the length of each individual beam pulse becomes larger the

further the beam is steered from the centre of the beampipe. This could be a result of the

beam scraping on the BPM aperture and degrading the beam quality, or some nonlinearity

in the response of the BPM. It was not possible at the time to determine the cause of this

effect.

A comparison between the two normalised signals is shown in Fig. 5.48. The normalised

signal output of the feedback circuit is shown overlaid with the calculated position signal.

Two features are clear from this figure: firstly, the two methods used give very similar

position measurements, both showing the clear stepping resulting from the variation of the

dipole; secondly, the circuit output is noticeably smoother than the calculated position.

The likely explanation for this smoothing is that, while the only bandwidth limit on the

calculated signal is the sampling rate and bandwidth of the oscilloscopes used in the DAQ

system, the feedback circuit is also bandwidth limited by its internal components. While

the scope has a 1 GHz bandwidth, the feedback circuit is bandwidth limited by 4 AD835’s

(250 MHz bandwidth [114]) and 3 AD8001’s (260 MHz bandwidth at ×10 gain [115]), as

well as the 80 MHz bandwidth of the AWG used for the 1/Q signal. It is highly likely that

this is also the reason for the signal smoothing seen in the bench tests (Section 5.4.4).

However, given these limits inherent in the feedback circuit electronics, there is still a

good deal of agreement between the calculated and the circuit position responses. The

normalised position response of the circuit as a function of the FONT dipole field strength
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Figure 5.48: A comparison of the normalised signal output of the feedback circuit, shown
in red, with the calculated normalised position, shown in black. The normalised position is
calculated from ∆/Σ as before; 5 positions are shown with 5 beam pulses at each position.

Figure 5.49: The mean normalised signal output of the feedback circuit as a function of the
integrated field of the FONT dipole for all 50 beam pulses. The mean signal is calculated
from the average of the feedback circuit normalised signal output over the central 100 ns of
the pulse. The red line is a line of best fit produced through a χ2 minimisation.
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is shown in Fig. 5.49. The same linear response as observed in Section 5.2.2 is evident, and

the BPM sensitivity of 0.891 ± 0.007 BPM Units per G-m of FONT dipole field strength

compares favourably to the previously measured value of 0.835± 0.011 BPM Units per G-m

(extracted from Fig. 5.11, page 167). It is also possible to see, in Fig. 5.48, the point at

which the AWG signal switches on and off: there is a clear ramp up at 110 ns and a similar

ramp down at 270 ns. This sets the usable pulse length at ∼160 ns.

Figure 5.50: The mean normalised signal output of the feedback circuit as a function of the
integrated field of YCOR 1650 for 65 beam pulses. The mean signal is calculated as before.
The red line is a line of best fit produced through a χ2 minimisation.

The corresponding plot to Fig. 5.49 for YCOR 1650 is shown in Fig. 5.50. Again, a very

clean linear response is observed from the normalised position produced by the feedback cir-

cuit, and compares well with the previous dataset shown in Fig. 4.58, page 148. As with the

FONT dipole, the BPM sensitivity of 0.365± 0.009 BPM Units per G-m of integrated field

strength for YCOR 1650 is an acceptable match to the measurement given in Section 4.8.2

of 0.323 ± 0.010 BPM Units per G-m. This dataset also gives a minimum r.m.s. deviation

in normalised beam position of 0.004 BPM Units for each dipole setting, for both the calcu-

lated and measured normalised positions. This is an improvement over the jitter measured

in Section 4.8.2 of 0.007 BPM Units, and corresponds to a jitter of just 12 microns. However,

this figure is likely to be less sound since it is obtained from a dataset less than half the size

of the previous one.

It is therefore a straightforward conclusion that the normaliser stage produces an accu-

rate measure of beam position given the sum and difference signals produced by the BPM

processor.



5.5 FONT System Full Beam Test 214

5.5.3 Kicker Amplifier Performance

Having tested the normaliser stage of the circuit, the first stage in testing the full FONT

system is to the measure the performance of the kicker amplifier. As mentioned in Sec-

tion 5.3.5, a trigger signal is used to switch on the tubes within the kicker amplifier some

3 µs before the arrival of the beam. This pulse is then modulated with the signal produced

by the feedback circuit to drive the kicker magnet and steer the beam. The output pulse of

the kicker amplifier is shown in Fig. 5.51(a). This is the raw output of the kicker amplifier

without any input from the feedback circuit. A close-up of the region on which the feedback

circuit output is superimposed is shown in Fig. 5.51(b).

It is necessary to operate the amplifier in this fashion in order to produce the 2.5 kW

power output required to drive the kicker magnet. However, since the nominal amplifier

output shown in Fig. 5.51(b) (red trace) is not flat, not only will the whole bunch train

experience a net downwards kick due to the overall offset, but the back of the bunch train

will receive a larger kick than the front, due to the slope. While a net offset will not affect

the overall operation of the feedback system14, it is vital that the slope on the kicker pulse

is small compared to the beam offset at the FONT BPM.

The effect of this slope on the beam position is shown in Fig. 5.52. 30 beam pulses were

recorded with the kicker amplifier on, but receiving no input from the feedback circuit, and

30 pulses with the kicker amplifier off, with the beam steered upwards by the FONT dipole.

There is a clear difference between the normalised beam positions for both cases. By taking

the difference between these two pulses, it is possible to analyse the effect of the unmodulated

kicker amplifier output on the beam position: this is shown in Fig. 5.53. Although a large

peak appears in the middle of this difference plot, it is likely that this peak as a result of

the degradation of the beam quality between the two sets of measurements. However, there

is also a general trend, marked with a red line, indicating that there is a slope on the beam

position as a result of the unmodulated kicker amplifier output. However, the difference

between the amplitude of the start and end of this pulse is only 40 mV, while the maximum

normalised position seen in Fig. 5.52 is around 800 mV. It is unlikely that an effect on the

5% level such as this will have any adverse effect on the performance of the FONT system.

Finally, the full range of the kicker driver was measured. The kicker amplifier output

voltage was measured to saturate at +250 V and −350 V, with an offset of −50 V due to

the amplifier output waveform shown in Fig. 5.51(a). This sets the maximum voltage swing

at ±300 V: this corresponds to a range of 42 × 10−2 G-m for the FONT dipole. As such,

the gain settings of the feedback pre-amp box were set such that the difference signal input

to the normaliser stage was between ±1 V for this range for all the data recorded with the

feedback system.

14The net offset merely means that the beam is displaced slightly further downwards than if the FONT
dipole were operating alone. Since the kicker and dipole magnets occupy the same location, the net effect
is as if the dipole had been steered slightly downwards. Any such offset can therefore be taken out with the
dipole.
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(a) Kicker amplifier output

(b) Close-up of modulated region

Figure 5.51: The signal output of the FONT kicker amplifier. The full pulse is shown in (a);
a close-up of the region at around 4 µs, on which the feedback circuit output is overlaid,
is shown in (b). The red line is the triggered output of the amplifier; the black line is the
untriggered (null) output. Each line is the average of 30 pulses.
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Figure 5.52: The normalised beam position with the kicker amplifier on (blue) and off (black),
but receiving no input from the feedback circuit. Note that there is a discernable difference
between the two traces as a result of the unmodulated kicker amplifier output. Each trace
is the average of 30 beam pulses.

Figure 5.53: The difference between the two traces shown in Fig. 5.52. The approximate
slope on this difference plot is overlaid in red, with the start and finish of the pulse marked
in black.
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5.5.4 Full System Operation Without Delay Loop

Figure 5.54: The normalised beam position signal for 5 different settings of the FONT dipole.
Each trace is the average of 10 beam pulses.

The next stage was to measure the performance of the FONT system without the delay

loop. The results should mirror those of the bench tests presented at the start of Section 5.4.4.

By switching on the DC gain signal of the feedback circuit and allowing the feedback circuit

to drive the kicker amplifier, it is possible to apply a single loop correction to the measured

beam offset. With the delay loop switched off, the beam was steered through five different

positions with the FONT dipole, in steps of 8.4× 10−2 G-m, with 10 beam pulses recorded

at each position. The normalised beam position with the kicker amplifier off is shown

in Fig. 5.54. Note that, although there is the same stepping in normalised position as a

result of the beam being steered by the FONT dipole, the variation in position along the

length of the bunch train is of the same order of magnitude as this stepping. However, this

bunch train shape is repeatable: the r.m.s. pulse-to-pulse jitter was observed to be around

10% of the position variation along the length of the train. This means that, although the

shape of the bunch train is far from ideal, it is still possible to operate the feedback system,

since the kicker is quite capable of moving the beam over a larger range than that of the

pulse-to-pulse jitter.

The same set of measurements was then repeated using the feedback circuit to attempt

a single loop correction of the beam position offset. Two different gain settings — a “low

gain” setting of 0.5 V and a “high gain” setting of 1 V — were used for the feedback circuit

DC gain, to measure the effect of the circuit gain on the position correction. The low gain

response is shown in Fig. 5.55, with the high gain case shown in Fig. 5.56. The effect of the

feedback circuit correction can be seen in both cases. For the low gain setting, the beam is
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Figure 5.55: The normalised beam position signal with the feedback circuit on, running at
low gain, with the delay loop off. The black lines mark the start and end of the feedback
circuit correction. Each trace is the average of 10 beam pulses.

Figure 5.56: The normalised beam position signal with the feedback circuit on, running at
high gain, with the delay loop off. The black lines mark the start and end of the feedback
circuit correction. Each trace is the average of 10 beam pulses.
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steered towards the centre for each of the 5 beam positions. Since the delay loop is not in

use, after a single latency period the feedback circuit tries to make a correction based on

the corrected part of the bunch train, and the beam is no longer steered as strongly by the

kicker magnet.

A similar effect is observed with the high gain setting. In this case, the gain is set closer

to the ‘ideal’ setting and, for each of the 5 beam positions, the beam is steered back to the

centre of the BPM after a single latency period. Again, after another latency period the

feedback circuit stops seeing an offset, and the beam returns to its original position. Even

though the beam position for a single pulse shows a great deal of variation along its length,

Fig. 5.56 shows a response that is similar to the bench test results shown in Fig. 5.37. Since

the feedback system is unable to correct the fine scale position variation, this is exactly the

response that one would expect from the feedback system.

It is also possible, using these results, to measure the latency of the full feedback system

and use this to set the length of the delay loop for the full system operation (see Section 5.5.5).

Using the data shown in Fig. 5.56, the latency is the delay between the start of the pulse

and the point at which the feedback correction is applied. Since the delay loop is not in

use, this should be approximately the same as the time during which the feedback correction

acts, marked by the vertical black lines. The feedback circuit acts after ∼75 ns, with the

correction also lasting for ∼70 ns: the difference in these two figures is likely to be a result

both of the granularity of the data and a side effect of the AWG limit15. These figures also

match closely the predicted system latency of 67 ns given in Section 5.5.1 (see Table 5.3).

5.5.5 Full Feedback System Operation

The final stage in the full system test of the FONT system was to carry out the same series

of tests described in Section 5.5.4 using the delay loop. The same test parameters were

used: 5 different settings of the FONT dipole, space by 8.4×10−2 G-m, with 10 beam pulses

recorded at each position. As before, two different gain settings were used: based on the

results without the delay loop, the low gain setting should show a slow convergence to a

centred beam, while the high gain setting should steer the beam directly to the centre of the

BPM and hold it there for the duration of the bunch train.

The results of the full feedback system test are shown in Figs. 5.57 and 5.58. As before,

after a single latency period, the beam offset is registered by the feedback circuit and a

correction is applied, reducing the relative offset of each of the 5 beam positions, with a

smaller correction applied for the low gain case. As expected, up to the end of the second

latency period (at ∼205 ns) these results are identical to those of Section 5.5.4 without

the delay loop. However, on this occasion the feedback loop switches on after a second

latency period and the effect is clear to see. In the low gain case, the feedback loop applies

a second correction, steering the beam closer still to the centre of the BPM and narrowing

15To prevent the AWG 1/Q signal overdriving the input of the normaliser stage, the AWG output is limited
to 2 V. This means that, at the start of the beam pulse, when the beam charge is low, the AWG pulse is
artifically low. This limits the usable pulse length to that with a large enough beam charge, and results in
approximately the first 5 ns of the pulse being unusable. The same is also true for the end of the pulse.
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Figure 5.57: The normalised beam position signal with the feedback circuit on using the
delay loop, running at low gain. The black lines mark the start of successive feedback circuit
corrections. Each trace is the average of 10 beam pulses.

Figure 5.58: The normalised beam position signal with the feedback circuit on using the
delay loop, running at high gain. The black lines mark the start of successive feedback
circuit corrections. Each trace is the average of 10 beam pulses.



5.5 FONT System Full Beam Test 221

the range of positions of each of the pulses. Even with the added problems caused by the

position variation along the length of each bunch train, particularly noticeable with the

double peak that appears between 210 and 240 ns, the feedback circuit still manages to

reduce the net offset of each beam pulse. This is again similar to the full feedback loop

bench test described in Section 5.4.4, with the same stepping behaviour after each latency

period apparent (see Fig. 5.41).

For the high gain case, the comparison between Fig. 5.56 and Fig. 5.58 is even more

striking than that of the low gain case. This time, the beam position is corrected almost

perfectly after a single latency period. Now, when the delay loop switches on, it has to

maintain this correction: the close tracking of each of the beam trajectories during the third

latency period indicates that it does so. Again, although there are a number of features

that appear along the length of the train, the effect of the feedback circuit is to remove the

net offset of each bunch train, taking out the offset introduced by the FONT dipole. Close

inspection reveals that the correction causes each pulse to overshoot slightly i.e. after 205 ns

the high beam is now the lowest and vice versa: this is likely to be a result of using slightly

too high a gain in the feedback circuit, leading to an overcorrection. Overall the relative

position offset of each of the 5 beam pulses is reduced by at least an order of magnitude. It

is clear from each of these results that, within the limits imposed by the intra-train position

variation of the beam itself, the FONT system is operating exactly as one would expect.

Finally, an attempt was made to straighten the beam completely by adjusting both the

length of the delay loop and the gain of the feedback circuit. The beam was first optimally

tuned to remove as much of the intra-train position variation as possible. It was then steered

downwards with the FONT dipole and the effect of the FONT system was recorded: 10 beam

pulses with the delay loop on, another 10 beam pulses with the delay loop switched off and

a final 10 pulses with the FONT system switched off completely. During these tests, the

DC and feedback gains were both adjusted to provide the optimal correction; the length of

the delay loop was also adjusted slightly to attempt to improve the delay loop correction by

cancelling the effects of the large ripples in position variation that occur along the bunch

length (see Fig. 5.54) and are propagated through the delay loop.

The results of this ‘optimum’ test are shown in Fig. 5.59. The three traces shown indicate

the beam trajectory for each of the three feedback system operating conditions described

above, which could be termed “full” (black trace), “limited” (blue trace) and “off” (red

trace). Two features are once again clear from this figure, both related to the activation of

different parts of the feedback system. The first is the point at which the initial correction

is applied, at 170 ns: the two corrected beam trajectories are clearly steered upwards, back

towards the BPM centre. However, the plateau from 190 to 230 ns indicates that the

correction is not perfect, since the beam is not steered exactly to the centre of the BPM: this

was an artificially imposed condition, designed to show the effect of the delay loop signal on

the position correction.

The second feature is the trajectory of the fully corrected beam after 240 ns. While the

“limited” beam trajectory slowly regains its offset, as the feedback system tries to make a

correction based on the smaller offset seen between 190 and 230 ns, the “full” beam trajectory

shows no such features: in fact, it shows no features at all. This indicates that the beam
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Figure 5.59: The effect of the feedback system using optimum gain and delay loop settings.
The red trace shows the uncorrected beam position with the FONT system off. The blue
trace shows the effect of a single loop correction with the feedback system switching off at
∼240 ns. The black trace is the full corrected beam position using the delay loop. Note that
the fully corrected beam is completely centred after 250 ns. Each trace is the average of 10
beam pulses.

has been completely centred for the last ∼50 ns of the bunch train. This plot shows a

remarkable similarity to the bench tests carried out under ideal conditions (cf. Fig. 5.41).

However, unlike the bench test the input data to the feedback system is real beam data, with

a real-time correction applied to an actual beam, rather than just a simulated signal. Yet

the correction applied by the feedback system is just as effective. The figure compares very

favourably to the results of the IPFB simulations detailed in Section 3.4, particularly those

shown in Fig. 3.20, page 71. The conclusion is therefore that the feedback system functions

exactly as designed, since it is able to iteratively correct a beam offset within a single bunch

train.
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Conclusions

Although the extensive simulations carried out by Steve Smith, as detailed in Section 3.4,

go a long way to demonstrating the effectiveness of the IPFB system, the results from the

FONT experiment prove without doubt that such a system is feasible. Indeed, it must be

said that the FONT system tests were a surprising success: not only was it possible to apply

a rapid correction to a measured beam offset, but also to do so within the obvious limitations

of the experiment (see below) was proof of the successful design of the system.

A new BPM had to be designed and fabricated to allow the measurement of the NLCTA

X-band bunch train. Not only did this BPM design comfortably achieve the required design

goals in making a continuous position measurement of a beam bunched at 11.424 GHz —

something that, for the long-pulse beam used for FONT, had been previously achieved only

with cavity BPM’s — but was also able to outperform the existing NLCTA striplines in its

measurement of the average bunch train position, with only rudimentary electronics. The

BPM was also extremely simple in concept and construction and relatively cheap to produce,

requiring virtually no modification once it had been installed onto the beamline.

The FONT experiment itself was marked by a number of successes. The BPM electronics,

notwithstanding the overshoot problems documented in Chapter 4 (also see below), was able

to deliver a sum and difference signal of high quality for use by the feedback electronics. The

feedback circuit performed admirably, behaving exactly as expected for both the bench tests

and the real beam tests: while the output of the normaliser stage was certainly limited by

the bandwidth of the design, the theory of operation behind the feedback circuit was proved

to be sound. The fast kicker amplifier, designed and constructed by Colin Perry, was by far

the most technically challenging aspect of FONT, since a power output far in excess of the

IPFB, with similar speeds, was required: yet once installed the amplifier performed without

problems and enabled the FONT system to demonstrate the soundness of the IPFB concept.

The contribution of all of these factors enabled FONT to demonstrate the effective behaviour

of the IPFB concept in providing a rapid correction of the position of a real bunch train.

The FONT experiment was able to prove the IPFB principle for both a single correction and

the additional delay loop corrections.

However, there are a number of factors that contribute to the poor quality of some of the

recorded data, and hence the reason why the FONT experiment should not be considered as

223
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an unqualified success. Three problems above all else hindered the operation of the FONT

system:

1. The relatively poor quality of the NLCTA long pulse beam.

2. The BPM overshoot effect detailed in Section 4.8.3.

3. The long latency time associated with the FONT setup.

The problems with the NLCTA beam were twofold. Firstly, the large intra-train position

variation inherent in the long pulse beam meant that the FONT system had to struggle

with problems that it was not designed to fix. As mentioned at the end of Section 3.4, the

IPFB system does not deal well with random bunch-to-bunch noise. It was necessary to

tune the beam extensively, over a number of hours, before the position variation had been

reduced to a level at which it was possible to take data. This problem was exacerbated by

the relatively small voltage output of the kicker amplifier: since the full range over which

FONT could operate was set by the output voltage swing of the amplifier, reducing the

dipole range and increasing the input gain would enhance the relative size of any intra-pulse

position variation. However, the cause of this problem is still inherent in the beam, and

given the exemplary performance of the kicker amplifier the largest area for improvement

should lie with the quality of the beam.

Secondly, the usable lifetime of the beam was no more than a matter of minutes. The

beam quality, train length and charge distribution proved to be highly sensitive to the time

of day, primarily due to the large external temperature variations which resulted in the RF

delivery system requiring frequent retuning. The rapid degradation in beam quality after a

few minutes severely limited the repeatability of some aspects of the tests: for the results

detailed in Sections 5.5.4 and 5.5.5, the beam required retuning between each of the five

dipole measurements. It could therefore be argued that each stage of these tests was not

carried out with the “same” beam, since there was a continuous variation of factors external

to FONT’s control. As such, it is essential that for any further tests of the FONT system,

the beam quality and lifetime is improved significantly to allow continuous measurements

to be made over the full operating range of FONT. This was compounded by the long time

taken for the data acquisition process which, primarily due to the amount of time required

to read from the scopes and write to the AWG via GPIB, took almost 5 seconds to record

a single beam pulse.

The problems associated with the method used to process the raw BPM output are

likely to have contributed to the large intra-pulse position variation. The overshoot seen

on the difference signal, as detailed extensively in Sections 4.7.2 and 4.8.3, were a result

of the timing design of the BPM processor and would have been present, to a greater or

lesser extent, on any measured beam position with a rapid charge variation. This essentially

places any position measurement with a rapid charge variation in jeopardy. For example, the

slight dip in the position signal that appears at the start of all the normalised position plots

shown in Sections 5.5.4 and 5.5.5 is almost certainly a result of the overshoot phenomenon.

It is therefore essential that, for any future test of the FONT system, the BPM processor is
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replaced with an improved version that does not experience such problems. Whether such

a processor is feasible, as well as being capable of matching the performance of the current

BPM processor in other areas, is a matter for future research.

The long latency time of the FONT system — some 70 ns for the full round trip time

— was very close to preventing a complete test of the IPFB design. A previous design of

the FONT system, with a latency of almost 90 ns, was incapable of taking advantage of the

delay loop, since the entire bunch train would pass by the time that the delay loop correction

could be applied, after 180 ns. Even with the improved design, detailed in Section 5.3, it

was still only possible to observe part of a single delay loop correction. Although this was

certainly useful, a short enough latency (or a long enough bunch train) allowing multiple

passes around the delay loop would have provided absolute proof of the quality of the IPFB

design. It was also necessary to push the NLCTA to its limits to get a bunch train that was

long enough to observe the effect of the delay loop. It is likely that this also contributed to

the unsatisfactory beam quality: while it was possible to produce a much cleaner, 100 ns

long bunch train, this was of absolutely no use to FONT. For future FONT tests, assuming

that the maximum train length remains limited to 180 ns, there are two ways to reduce the

system latency:

1. Decrease the signal processing latency by improving the speed of the electronics.

2. Shorten the round trip time by moving the magnet assembly and BPM closer together.

Each of these options have their relative merits. Clearly (1) is more desirable, since it

would require no beam line modifications of the current experimental setup. It would also

keep the power requirements of the kicker amplifier to a minimum, since the full lever arm

of the experimental layout is kept to a maximum. However, while it may be possible to

shave a few nanoseconds off the latency by using faster chips in the normaliser circuit, or

higher quality (and faster) cable it is unlikely that a large time saving — say, longer than

about 10 ns — could be made purely by modifying the electronics. Indeed, the design as

it currently stands might already be optimised from an electronics latency point of view,

making further improvement difficult to achieve.

Reducing the distance between the magnet assembly and the BPM is a fairly simple

way to reduce the system latency. Not only were the original component locations chosen

to match the NLC, and to provide the maximum position offset at the BPM for a set

kick strength, but the fabrication and installation of beamline components was also made

cheaper and simpler: the magnet assembly could use quadrupole QD1550 as a solid reference

point for alignment, as could the rather more flimsy BPM with toroid 1750. In addition,

it was also only necessary to fabricate two new sections of beampipe rather than four. By

moving the magnet and BPM closer together — ideally symmetrically about QD1650 — this

immediately reduces the beam flight time and any cable delays for the signal return path.

However, one then runs into the problem of requiring a larger kick from the kicker ampli-

fier to provide the same measurable beam offset: this is no easy task, given that the current

amplifier was operating at its absolute limit to provide a kick that was only marginally
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larger than the inherent intra-train beam position variation. Increasing the power of the

kicker amplifier would likely bring a corresponding decrease in bandwidth and an increase

in the system latency, offsetting any attempted reduction of the system latency. Also, given

that the bandwidth of the feedback circuit is lower than one would prefer (see Section 5.5.2),

reducing the bandwidth further would be unhelpful. The factor that has of course been over-

looked is the focusing strength of QD1650: by increasing the field strength of this magnet,

the beam is more strongly defocused midway between the kicker and the BPM, enhancing

the kick strength. This is also currently under investigation for future FONT tests.

A number of other problems were also not addressed, primarily as a result of the severe

time constraints in which FONT had to operate. While bench tests were carried out on the

normaliser stage of the feedback circuit, as detailed in Section 5.4, the performance of the

attempted first-order correction to the charge signal was not rigorously tested. Given the

surprising train-to-train stability of the charge profile of the long pulse beam, such a test

would probably have been superfluous. In addition, the DAQ routines and the accompanying

online analysis code was not optimised, contributing to the large (5 s) data acquisition

period. Such optimisation may have improved the consistency of the data recorded, allowing

complete tests — such as those described in Section 5.5.5 — to be carried out without the

beam having to be retuned between measurements.

However, given all these problems, the success of FONT is significant. While operating

under less than ideal conditions, the performance of the FONT system was remarkable. Even

with the large position variation of the beam, its short lifetime, the long system latency and

the inherent problems with the BPM processor it was still possible to demonstrate a feedback

system that applies an iterative position correction to a beam within a single bunch train,

based upon position measurements made solely upon that bunch train. This is the essential

operating characteristic that sets the Smith IPFB design apart from other feedbacks: proof

of the effectiveness of this design has therefore been provided in the shape of FONT.

There are a number of improvements that could be made to the FONT system. The first,

as described above, would be the reduction in system latency. This would allow multiple

passes around the delay loop and better assessment of the operating characteristics of FONT.

Secondly, the introduction of a number of ‘witness’ BPM’s, around the feedback BPM, would

allow the position and angle of the beam to be measured. An extension of this idea would be

to include a second kicker magnet, to not only resteer the beam and correct a position offset

at the BPM, but also to remove any angle offset and straighten the beam through the BPM.

Thirdly, it should be possible to take out the fine scale intra-pulse position variation seen on

the long pulse beam using the FONT system. This would require a second AWG with the

preprogrammed position profile that would also drive the kicker amplifier. Finally, there are

suggestions that a solid state amplifier design could replace the tube-based kicker amplifier

to provide an improved signal output and a larger drive voltage [43]. In addition, it is also

recommended that an improved, possibly LabView-based, DAQ system is implemented to

reduce the acquisition time.



Appendix A

Feedback Circuit Trimming Procedure

This appendix details the trimming procedure used to correctly set the voltages for the FONT

feedback circuit board, as mentioned in Section 5.3.2. A 10 MHz 100 mV CW source was

used as the reference signal: using a sine wave input, rather than a DC pulse, ensured that

the offset at each pair of pins was correctly nulled, since a combination of the three voltage

offsets (X, Y and Z+W) could produce zero output without any of them being correctly

zeroed. A scope probe was connected to the output pin of each chip being monitored to

measure their outputs. Refer to Figs. 5.24 (page 181) and 5.26 (page 185) and Sections 5.3.1

and 5.3.2 for the chip ID and pin numbers used in the following description.

The input to chip 2 was driven with the sine wave, with all other connections terminated.

The voltage on pin 7 of chip 4 (the Y2 input) was adjusted with the variable resistor until

the output of chip 4 became flat (indicating that the combination of all voltages at pins 7

and 8 is zero). The voltage on pin 4 (the Z input) was then adjusted until the output of chip

4 was zero. The process was then repeated with chips 1 and 3, driving the input of chip 1

with the sine wave and adjusting the voltages on pins 2 (the X2 input) and 4 of chip 3 until

the output of chip 3 becomes zero. The BPM sum and difference inputs were then grounded

and the AWG input driven with the sine wave input set at 1 V. The voltages on pin 2 of

chip 4 and pin 7 of chip 3 were then adjusted until the output of chips 3 and 4 was zeroed.

The voltage at the Z input of both chips was then readjusted to ensure that it matched with

the first voltage setting.

Having trimmed the voltage offsets for the sum and difference multipliers, the next stage

was to correctly trim the voltages on chip 5. The variable resistor on pin 1 of chip 5 was set

to 0 V and the BPM difference input to chip 1 grounded. A 14 dB attenuator was connected

to the BPM sum input and the AWG and BPM sum inputs were driven with the 1 V sine

wave1. The output of chip 5 then shows a sin2 output as a result of the multiplication of the

chip. The voltage on pin 7 of chip 5 was then adjusted until the output of chip 5 became flat.

The voltage on pin 4 was then adjusted until the output was zero. The sine wave generator

was then disconnected from the sum input and reconnected to the difference input, with the

sum input grounded (producing the same sin2 output as before). The voltage on pin 1 of

1A 14 dB attenuator provides a factor of 25 reduction in power and therefore a factor 5 reduction in
voltage, dropping the peak-to-peak voltage to the BPM sum input to 200 mV.
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chip 5 was then adjusted until the output of chip 5 became flat: this voltage was measured

at 10 mV. The voltage on pin 1 was then reset to 1010 mV to provide the correction given

in Eq. (5.14), page 183: this completed the voltage trimming procedure for the normaliser

part of the circuit.

Using the same sine wave generator setup to provide a 1 V sine wave input to pin 8 of

chip 8, the gain adjust for chip 8 (pin 1) was grounded. The voltage on pin 2 of chip 8 was

adjusted until the output of chip 8 became flat. Next, the AWG and BPM sum and difference

inputs were grounded and the sine wave generator connected to the gain adjust input to chip

8. The voltage on pin 7 of chip 8 was then adjusted until the output of chip 8 was zeroed.

Finally, the feedback loop monitor output was terminated with a 50 Ω terminator and the

pulsed gain adjust input to pin 1 of chip 9 was grounded. Chip 8 was removed from the

board and the sine wave generator was connected to the feedback amplifier output, thus

driving pin 8 of chip 9 with a 1 V sine wave. The voltage at pin 2 of chip 9 was adjusted

to flatten the output of chip 9. The feedback amplifier and loop monitor outputs were then

grounded and the sine wave generator connected to the pulsed gain input of chip 9. The

voltage on pin 7 of chip 9 was adjusted until the output of chip 9 became flat. The final step

was then to adjust the voltage on pin 4 of chip 9 to zero the output of chip 9, completing

the full trimming procedure for both circuits.
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