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Preface

® LHC took it first collisions at 900 GeV in
November-December last year.
® [=~9 ub!at5x10% cm2s-!

® Bunch crossing every 25 ns — 40 MHz rate
® Data storage capability ~200 Hz
® Reduction of around 200000 to 1 required

¢ Eventually expect up to ~25 (soft) pp
interactions per bunch crossing
® Interesting high pr interactions
complicated by “pile-up”

® Essentially all interesting signatures contain
leptons or high momentum tracks
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The ATLLAS Detector

Muon Detectors Tile Calorimeter Liquid Argon Calorimeter

T —

Toroid Magnets Solenoid Magnet SCT Tracker Pixel Detector TRT Tracker

M.Sutton — The Performance of the ATLAS Inner Detector Trigger



IoP Meeting, London - 31st March 2010

R= 1082 mm

The Inner Detector

® Transition Radiation Tracker (TRT)
® Radius 2 mm straw tubes
® Silicon Central Tracker (SCT)
® 80 um pitch Silicon strip detectors, 40 mrad
stereo
® Pixel Detector
® Silicon pixel detector 50x400 um pixels
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The ATLLAS Semiconductor Tracker

}

M .Sutton — The Performance of the ATLAS Inner Detector Trigger 5



The ATLAS Trigger System

Level 1
e Hardware based, pipelined trigger,

coarse granularity, largely Calorimeter

and Muon system based.
® 2.5 microsecond latency

High Level Trigger - Level 2 and Event
Filter
® Software based, farms of commodity
CPU’s and ethernet

Level 2
® Seeded by Level 1 in Regions of
Interest
® Full detector granularity, all detector
subsystems
Event Filter
® Seeded by Level 2
® Access to complete event,
reconstruction similar to Offline

Level 1
alorimete
Trigger

CTP

Level 2
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High Level Trigger

(Design quantities)
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Track Selection 7 L

ATLAS

2 EXPERIMENT

2009-12-06, 10:04 CET
Run 141749, Event 406601

e

; ~ T Collision Event
A .

® Good Offline tracks were selected from collisions at 900 GeV taken in December last year
* Inl<25, pr> 1GeV
® Number of pixel hits > 0, Number of SCT clusters > 5

® The performance of the HLT Level 2 and EventFilter tracking was evaluated by matching with
these selected Offline tracks.
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Efficiency versus
Offline track pr

L2 track efficiency [%]
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ATLAS Preliminary
s=900 GeV
Data 2009

e Slight fall Level 2 efficiency at high pr
® due to loss at high Inl in the Endcaps
® barrel region flat for large pr
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® EventFilter plateaus near 100%
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Efficiency versus
Offline track

EventFilter
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Loss of efficiency at large Inl due to hit
losses in SCT Endcaps

Well reproduced by the Monte Carlo,
except at large Il

~ ATLAS Preliminary
s=900 GeV

o Data 2009, Pt > 1 GeV
A Data 2009, Pt > 1.2 GeV

EF Track Efficiency [%]

Reasonably flat efficiency versus 1 e Data 2009, Pt>2 GeV

(EventFilter ~ 100% for pr>1.2 GeV)
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Efficiency vs time

ATLAS Preliminary
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® Good stability of trigger over time
e Small correlations between Level 2 and EventFilter,
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Online vertex reconstruction

ATLAS Preliminary

... Run 142165
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Online primary vertex

distribution

Very good experience with 2009 data

® Accurate online determination of beamspot position,
for real time feedback to the machine and other HLT
algorithms (B-tagging etc)
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® Vertex counting for luminosity measurement also

800-150-100 -50 0 50 100 150 200 available
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Transverse position at 900 GeV [P —
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® Accurate position in the transverse plane
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Pixel hit multiplicities

s=900 GeV
ATLAS Preliminary

e Data 2009

Number of pixel hits per L2 track

mm= \in. Bias MC

2 3
L2 track

: : EventFilter
® Mean number of Pixel clusters on tracks in

each 1) bin
ATLAS Preliminary

. =900 GeV
® Data well described by the Monte Carlo,

including small number of dead Pixel
modules

Data 2009, EF tracks

Data 2009, Offline tracks
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® EventFilter reproduces Offline very well
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Note different axis scale

General good agreement with Monte
Carlo, except in tails
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Level 2 performance approaches that
of EventFilter at high pr
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e Data 2009
\s= 900 GeV ,=(0.0915+0.0001) m

ATLAS Preliminary _9,5\;“” Bias MC

=(0.08165+0.00002) m

Resolution with
respect to Offline
track impact
parameter

95/

Number of tracks

ATLAS preliminary — Data 2009 Ado (L2-Offline) [mm]
s=900 GeV Ogs = (0.0258 + 0.0001) m

Number of tracks

EventFilter within about 25um of the
Offline

® Jevel 2 within about 90um for these
mainly low pr tracks, but approaches
EventFilter performance at high pr

A
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Summary and Outlook I

® The ATLAS HLT tracking algorithms ran successfully during data taking with pp collisions in
December 2009.

® During this first period of data taking, the L2 tracks were used successfully to provide an accurate
online determination of the LHC beam position and interaction region in ATLAS.

® Comparing with reference tracks reconstructed by the Offline tracking, the performance of the HLT
tracking algorithms is very good and remarkably well described by the Monte Carlo.
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Collision Event at 7 TeV with 2 Pile Up Vertices
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http://atlas.web.cern.ch/Atlas/public/EVTDISPLAY/events.html




