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Evidence for dark matter
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Evidence from gravitational interactions over many distance scales

     ‘The Bullet Cluster’

Galaxy rotation curves
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Cosmic Microwave Background
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1. ACCELERATORPHYSICS OFCOLLIDERS

Revised July 2011 by D. A. Edwards (DESY) and M. J. Syphers (MSU)

1.1. Luminosity

X0
mass: m =?

X0
spin: J =?

X0
parity: P =?

X0
lifetime: ⌧ =?

X0
scattering cross-section on nucleons: ?

X0
production cross-section in hadron colliders: ?

X0
self-annihilation cross-section: ?

X0 spin: J =?

J = 1/2 These limits are for weakly interacting
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J = 1/2

This article provides background for the High-Energy Collider Parameter Tables that
follow. The number of events, N

exp

, is the product of the cross section of interest, �
exp

,
and the time integral over the instantaneous luminosity, L:

N
exp

= �
exp

⇥
Z

L (t) dt. (1.1)

Today’s colliders all employ bunched beams. If two bunches containing n1 and n2
particles collide head-on with frequency f , a basic expression for the luminosity is

L = f
n1n2

4⇡�
x

�
y

(1.2)
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Interactions with matter are generic
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Thermal candidates:
WIMPs
SIMPs

Asymmetric DM
…

Non-thermal candidates:
axions
FIMPs

gravitinos
primordial black holes

…

⌦DMh2 = 0.1198± 0.0015
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Direct detection experiments
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Aim: detect collisions of dark matter with an atom/nucleus

� �

N

N

Evis

Ultra-sensitive keV energy detectors

Evis ⇡ 1� 100 keV

Event rate: few events / year

Goodman & Witten (1985)



Direct detection signals
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Measurement/constraints on 
1. Dark matter mass 
2. Scattering cross section with nucleons

Dark matter mass

sc
at

te
rin

g 
cr

os
s 

se
ct

io
n

Dark matter mass

sc
at

te
rin

g 
cr

os
s 

se
ct

io
nDiscovery No Discovery

excluded

allowed



Direct detection limits
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XENON1T/nT WIMP sensitivity
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Figure 18. XENON1T sensitivity (90% C.L.) to spin-independent WIMP-nucleon interaction, cal-
culated with the LUX2015 photon emission model: the solid blue line represents the median value,
while the 1� and 2� sensitivity bands are indicated in green and yellow respectively. The XENONnT
median sensitivity, also calculated with the LUX2015 model, is shown with the dashed blue line.
The discovery contour of DAMA-LIBRA [84] and CDMS-Si [85] are shown, together with the exclu-
sion limits of other experiments: XENON10 [86], SuperCDMS [87], PandaX [88], DarkSide-50 [89],
XENON100 [14] and LUX with the 2015 re-analysis [93]. For comparison, with the dashed brown line
we plot also the "neutrino discovery limit" from [55].

model. We can see the increase in particular for the CNNS background (⇥5) and in the
rates for low mass WIMPs (⇥4 at m

�

=6 GeV/c2). The sensitivity of XENON1T, calculated
assuming the LUX2015 model and following the method described in section 7, is shown in
figure 18 and compared to the 2015 LUX results and to those of previous experiments. The
minimum sensitivity is still at 1.6 ·10�47 cm2 at m

�

=50 GeV/c2, but the improvement at low
mass WIMP is significant, about an order of magnitude at m

�

=6 GeV/c2 with respect to the
one obtained with the XENON100 model. In the same figure we also show the sensitivity of
XENONnT, calculated in 20 t·y exposure with the assumptions described in section 7.1, here
with the LUX2015 model.
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Xenon dark matter detectors
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1 Overview LZ Technical Design Report

1.2 Instrument Overview

The core of the LZ experiment is a two-phase xenon (Xe) time projection chamber (TPC) containing 7
fully active tonnes of LXe. Scattering events in LXe create both a prompt scintillation signal (S1) and free
electrons. Electric fields are employed to drift the electrons to the liquid surface, extract them into the gas
phase above, and accelerate them to create a proportional scintillation signal (S2). Both signals are detected
by arrays of photomultiplier tubes (PMTs) above and below the central region. The difference in time of
arrival between the signals measures the position of the event in z, while the x, y position is determined from
the pattern of S2 light in the top PMT array. Events with an S2 signal but no S1 are also recorded. A 3-D
model of the LZ detector located in a large water tank is shown in Figure 1.2.1. The water tank is located
at the 4,850-foot level (4850L) of the Sanford Underground Research Facility (SURF). The heart of the LZ
detector (including the inner titanium [Ti] cryostat) will be assembled on the surface at SURF, lowered in
the Yates shaft to the 4850L of SURF, and deployed in the existing water tank in the Davis Cavern (where
LUX is currently located). The LZ experiment’s principal parameters are given in Table 1.2.1, along with
the Work Breakdown Structure (WBS) for the LZ Project.

Figure 1.2.1: The LZ detector concept.

The LZ detector includes several added capabilities beyond the successfully demonstrated LUX and
ZEPLIN designs. The most important addition is a nearly hermetic liquid organic scintillator (gadolinium-
loaded linear alkyl benzene [LAB]) outer detector, which surrounds the central cryostat vessels and the TPC.
The outer detector and the active Xe “skin” layer, the Xe between the inner cryostat wall and the outer wall
of the TPC, operate as an integrated veto system, which has several benefits. The first is rejecting gammas
and neutrons generated internally (e.g., in the PMTs) that scatter a single time in the fully active region
of the TPC and would otherwise escape without detection; this could mimic a weakly interacting massive
particle (WIMP) signal. As these internally generated backgrounds interact primarily at the outer regions of
the detector, the veto thus allows an increase in the fiducial volume.

6
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Xenon detectors have been getting (much) bigger
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Recent progress 2: Much better calibration

LUX leads the way in sensitivity… and in calibrating their detector
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FIG. 5. The measured resolution, R, of the ionization
distributions in the seven highest-energy bins of the double-
scatter dataset is represented by the blue squares. The
estimated uncertainty in the resolution due to the extraction
e�ciency is a constant 4% for all energies. The error
bars are symmeterized for the fit following the procedure
in Ref. [36]. The simulated resolution of the ionization
distribution produced by a NEST v1.0 Monte Carlo with
modeled position reconstruction uncertainties is represented
by the red circles. The black dashed line represents the best-
fit to the blue squares given by R0 = 0.64/

p
Enr/keVnr. The

fit has a �

2/dof = 10.6/6, which corresponds to a p-value of
0.12. The one and two sigma contours on the parameter a are
shown in green and yellow, respectively.

TABLE I. Measured ionization yield for nuclear recoils
in liquid xenon at 180 V/cm and associated 1� statistical
uncertainties. The systematic uncertainty in energy due to
the correction for Eddington bias is denoted by �Enr/Enr.
This uncertainty in energy is represented in Fig. 6 by a slanted
error bar.

Enr Qy �Enr/Enr

(keVnr) (e�/keVnr) (%)

0.70± 0.13 8.2 +2.4
�2.1

+8
�2

1.10± 0.18 7.4 +1.9
�1.7

+5
�1.9

1.47± 0.12 10.1 +1.5
�1.6

+3
�1.3

2.00± 0.10 8.0 +0.9
�0.6

+2
�1.3

2.77± 0.10 7.5 +0.5
�0.5

+2
�0.7

3.86± 0.08 7.3 +0.3
�0.3

+1.3
�0.5

5.55± 0.09 7.2 +0.2
�0.2

+0.7
�0.2

8.02± 0.10 6.8 +0.15
�0.17

+0.16
�0.05

11.52± 0.12 5.88+0.12
�0.13

+0.13
�0.3

16.56± 0.16 5.28+0.11
�0.13

+0.2
�0.7

24.2 ± 0.2 4.62+0.13
�0.10

+0.4
�1.0

Sys. uncertainty due to position
reconstruction energy bias correction

Sys. uncertainty due to neutron source spectrum

Sys. uncertainty due to S2 corrections and g2
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FIG. 6. The LUX measured low-energy ionization yield
at 180 V/cm is represented by the blue crosses. The
red error bars at the bottom left of the plot represent
systematic uncertainties with a constant scaling across all
points, including the uncertainty in the mean neutron energy
from the D-D source, S2 position-based corrections, and
the LUX measured g2. The red error bars at the top
of the plot represent the systematic uncertainty associated
with the Eddington bias correction for the mean energy of
each bin. The red box represents the associated systematic
uncertainty on the measured endpoint yield at 74 keVnr. The
gray data points represent other angle-based measurements
with an absolute energy scale. The gray squares (⇤) and
circles (�) correspond to measurements at 1 kV/cm and 4
kV/cm, respectively [9]. The gray triangles were measured at
0.3 kV/cm (O) and 0.1 kV/cm (4) [10]. The hatched bands
represent simulated-spectrum-based measurements with a
best-fit energy scale. The purple single right-hatched (///)
band was measured at an average field of 3.6 kV/cm [12].
The teal single left-hatched (\\\) band corresponds to a
measurement at 730 V/cm [11]. The green cross-hatched band
was measured at 530 V/cm [13]. The dashed (dot-dashed)
black line corresponds to the Lindhard-based (Bezrukov-
based) LUX best-fit NEST model described in Sec. VII.

simulation used a model of the full calibration conduit
geometry with the neutron source external to the water
tank. Simulated per-channel waveforms were produced
for each Monte Carlo event. The simulated waveform
data were reduced using the standard experimental LUX
D-D data processing and analysis pipeline.

The event rate in each Qy analysis bin is shown in
Fig. 7 for both data and simulation. The data and
simulation results were normalized by the total number
of neutrons produced at the D-D source outside the water
shield. For consistency with the other yield results,
the simulation data points were updated to use the
more modern angular scattering cross-sections from the
JENDL-4 nuclear databases instead of G4NDL3.14. The
absolute value of the correction factor was 1% for
energy bins up to 5.55 keV

nr

and was a maximum of
5% at 24.2 keV

nr

. The best agreement was achieved

Nuclear recoil calibration to 0.7 keV
D-D generator: arXiv:1608.05381
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7 Calibration Systems LZ Technical Design Report

7.4.1.1 NR Qy / Ly calibration of the LZ detector

In the DD calibrations implemented in LUX, double-scatter events in LXe due to mono-energetic 2.45 MeV
neutrons are used to calibrate the NR charge yield (S2) response[4]. The absolute deposited energy in the
first scatter can be determined by measuring the neutron scattering angle between it and a second scatter.
Given the deposited energy, the Qy can be determined by estimating the number of electrons produced at the
first scatter. The light yield (S1) can then be inferred by using the calibrated S2 signal to assign an energy
deposited to single-scatter events[4]. This calibration technique using 2.45 MeV neutrons covers WIMP
search energy range (requirement R-170010) from threshold (6 keV) up to 30 keV (Figure 7.2.1) with an
additional endpoint at 74 keV.

7.4.1.2 Calibrating LZ detector using Reflected Neutrons from D2(O) Target

As discussed in Section 7.3, an understanding of the LZ response to recoil energies at the threshold (require-
ment R-170005) is critical to probe low mass WIMP and 8B solar neutrino signals. By placing a deuterium-
loaded reflector behind the DD generator and collecting the neutrons that are reflected at a near-180 degree
angle (Figure 7.4.1), the generator’s direct 2.45 MeV neutron flux can be converted into a quasi-mono-
energetic neutron beam with a minimum energy of 272 keV. These lower energy neutrons can be used to
calibrate in a new energy regime. Lower energy neutrons provide smaller uncertainty, because the angles
are more favorable. In addition, the recoil spectrum endpoint in Xe is reduced from 74 keVnr to 8.2 keVnr,
thus confining the neutron scatters to within this lower energy region of interest (1 to 8 keV). In addition,
the slower incident neutron speed would provide greater separation in S1 times for double scatters, which
would assist in the direct Ly calibrations planned for LZ (Section 7.4.1.4).

Figure 7.4.1: Approximate setup of the DD generator and neutron conduits. The y-shaped conjoined
tube allows for a choice between finer collimation with lower flux by using the smaller, 5.25 cm inner
diameter tube and broader collimation but greater flux by using the larger 15.4 cm inner diameter tube.
The smaller tube joins the larger one in a bonded joint just outside the outer detector, though the path
of the neutrons from the smaller tube continues up to the cryostat wall. (Left) The configuration for
2.45 MeV calibration. The neutrons go directly from the generator to the detector through the narrow
conduit. (Right) The configuration for 272 keV calibration. The generator head (red) is offset from the
neutron conduit to prevent direct neutron flux into the xenon via water attenuation by the water tank,
while neutrons reflected off the deuterium reflector (blue) may enter via the air-filled neutron conduit
(cyan).

200



LUX leads the way in sensitivity… and in calibrating their detector

Nuclear recoil calibration to 0.7 keV… and plans to go lower (150 eV?)

LZ TDR 
arXiv:1703.09144
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Recent progress 2: Much better calibration
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LUX leads the way in sensitivity… and in calibrating their detector

Electronic recoil calibration to 1.3 keV (tritium)

tritium, arXiv:1512.03133

7

Energy (keV) 
1 2 5 10 20

Li
gh

t Y
ie

ld
 (P

ho
to

ns
/k

eV
) 

10

15

20

25

30

35

40

45

50

55

60

Energy (keV) 
1 2 5 10 20

C
ha

rg
e 

Yi
el

d 
(E

le
ct

ro
ns

/k
eV

)  

10

15

20

25

30

35

40

45

50

55

60

FIG. 7: The light yield (upper plot) and charge yield
(lower plot) of tritium ER events in LUX at 180 V/cm
(black squares) and 105 V/cm (blue squares) compared
to NEST v0.98 (2013) [11]. The NEST curves are solid

red and dashed green for 180 and 105 V/cm
respectively, with triangle markers spaced every one

keV. The bands indicate the 1� systematic
uncertainties on the data due to g

1

and g

2

, which are
fully anti-correlated between the charge yield and light
yield across all energy bins. Statistical uncertainties

are negligible in comparison.

early with energy, a hypothesis which is tested and con-

FIG. 8: Light yield measurement from LUX tritium
data compared with results from other authors. Left

vertical scale: light yield relative to that of the
32.1 keV decay of 83mKr at zero field. Right vertical
scale: absolute light yield measurements. Blue squares

represent tritium at 105 V/cm, black squares are
tritium at 180 V/cm. The shaded bands are the the

systematic errors on the tritium data. Magenta squares
represent zero field measurements from [24], green
triangles and red stars represent zero field and
450 V/cm from [5]. All non-tritium data is from

Compton scatters.

firmed by the tritium spectrum comparison of Fig. 5.
As shown in Fig. 9, we find that at very low energy,

below 3 keV, the number of electrons and photons is sim-
ilar to N

ion

and N

ex

, respectively, while above 4 keV the
number of electrons drops below the number of photons,
consistent with a large recombination e↵ect at these en-
ergies and this electric field. The recombination fraction,
calculated according to

r =
(n

�

/n

e

)� ↵

(n
�

/n

e

) + 1
, (3)

is shown explicitly in Fig. 10, measured with both the
180 V/cm and 105 V/cm tritium data. We find only a
small di↵erence in the recombination between these two
field values in this energy range. It is worth noting that
recombination is small at the very lowest energies where
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LUX leads the way in sensitivity… and in calibrating their detector

Electronic recoil calibration to 1.3 keV (tritium)
Electronic recoil calibration to 0.19 keV (127-Xe)
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Recent progress 2: Much better calibration

Dongqing Huang - Brown University, LUX UCLA Dark Matter Conference 2016

Xenon-127 EC Events in Data

Fig. - Scatter plot of 127Xe events with area of first 
vertex S2 versus are of second vertex S2; “First Vertex” 
is the first S2 ordered by drift time 

17

Fig. - X-rays’ ER charge spectrum
Dongqing Huang - Brown University, LUX UCLA Dark Matter Conference 2016

Xenon-127 Qy along with Tritium and NEST v98
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Preliminary

Dongqing Huang - Brown University, LUX UCLA Dark Matter Conference 2016

Xenon-127 Qy along with Tritium and NEST v98
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LUX leads the way in sensitivity… and in calibrating their detector

Electronic recoil calibration to 1.3 keV (tritium)
Electronic recoil calibration to 0.19 keV (127-Xe)
Electronic recoil calibration to 0.27 keV (37-Ar)
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Recent progress 2: Much better calibration



Pre-LUX: ~ 4 keV
Post-LUX: ~ 0.2 keV

Christopher McCabe  -  King’s College London

Calibration: summary
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Xenon direct detection experiments:
1. Becoming much bigger (x10-100)
2. Better calibration: now at sub-keV energies

New low-energy signals in xenon detectors:

1. Nuclear recoils: supernova neutrinos

2. Electronic recoils: sub-GeV dark matter

So what?



New low energy signals:
1.  Supernova neutrinos

Christopher McCabe  -  King’s College London



Dual-phase xenon detectors

• Dual-phase xenon as neutrino detectors
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(Neutrino signal similar to low-mass dark matter signal)

Christopher McCabe  -  King’s College London

S1:  proportional to # photons
S2:  proportional to # electrons
S1+S2: 3D position reconstruction



Supernova neutrinos

Energy: 
~1053 erg released
~99% is emitted by all neutrino flavours
Neutrino energy ~ 15 MeV

Time: 
Neutrino emission lasts ~10 s

When/where:
~1-3 SN/century in our galaxy
distance ~10 kpc

Supernovae: among the most energetic events in the Universe.
Originate from the core-collapse of very massive stars

detection: will shed light on the properties of neutrinos and the explosion

Christopher McCabe  -  King’s College London



A neutral-current detector:
1. responds to all types of neutrinos equally
2. gains from a coherence factor:      

neutron-number2

3. responds to neutrinos in a known way: 
can infer incoming neutrino spectrum
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Principles and applications of a neutral-current detector
for neutrino physics and astronomy

A. Drukier and L. Stodolsky
Max Plan-ck Insti-tut fiir Physik und Astrophysik, Werner Heis-enberg Insti-tut fiir Physik,

Munich, Federal Republic of Germany
{Received 21 November 1983}

We study detection of MeU-range neutrinos through elastic scattering on nuclei and identification
of the recoil energy. The very large value of the neutral-current cross section due to coherence indi-
cates a detector would be relatively light and suggests the possibility of a true "neutrino observato-
ry." The recoil energy which must be detected is very small (10—10 eV}, however. We examine a
realization in terms of the superconducting-grain idea, which appears, in principle, to be feasible
through extension and extrapolation of currently known techniques. Such a detector could permit
determination of the neutrino energy spectrum and should be insensitive to neutrino oscillations
since it detects all neutrino types. Various applications and tests are discussed, including spallation-
sources, reactors, supernovas, and solar and terrestrial neutrinos. A preliminary estimate of the
most difficult backgrounds is attempted.

One of the most fascinating and challenging problems
of experimental physics at present is connected with the
detection of low- and medium-energy neutrinos. Of the
greatest interest is the nascent field of neutrino astrono-
my. Despite the impressive efforts of Davis and colla-
borators, ' some intriguing indications, and some ambi-
tious proposals, the subject is still in its infancy. The
outcome of the solar neutrino problem is still unclear and
the question of neutrinos from stellar collapse is com-
pletely open. Second, many important questions of par-
ticle physics revolve around the question of neutrino mass
and neutrino mixing, for which studies with low- or
medium-energy neutrinos are particularly suitable.
In this paper we would like to discuss the possibility of

a new kind of detector for such neutrinos, using the
neutral-current process of neutrino-nucleus elastic scatter-
ing for neutrino detection.
The advantages or special features of detection via the

neutral-current process are as follows.
(a) Due to the coherence factor for neutrino-nucleus

scattering and the E increase of the total cross section,
the rates are orders of magnitude greater than that for
other detectors of the same weight.
(b) The neutral-current detector responds to all (known)

types of neutrinos equally. For example, muon neutrinos
may be studied below the energy to produce a muon. The
detector should therefore also be insensitive to neutrino
oscillations.
(c) The neutral-current detector responds to neutrinos

of all energy, and in a known way so that the incoming
neutrino spectrum may be inferred.
The central difficulty, of course, of such a neutral-

current device is that detection can only take place by ob-
servation of a very-low-energy nuclear recoil. This gives
both a small and, at first glance, rather unspecific signal.
In the following we will argue that nevertheless these

difficulties might be overcome using a de]'inite detector
principle, that of the superconducting-grain (or -colloid)

detector. Many of our considerations are quite general,
however, and would apply to any system proposing to use
neutrino-nucleus elastic scattering.
In the superconducting colloid, metastable supercon-

ducting grains of micron dimensions are held in a dielec-
tric filler material in a magnetic field. The field and tem-
perature are so adjusted that a small temperature jump 5T
will flip the grain into the normal state. Owing to the
very small value of the specific heat at low temperature
the energy of a single particle, such as our recoil nucleus,
can suffice to flip the grain, as we show below. As the
grain goes normal, the magnetic field around the grain
collapses, due to the disappearance of the Meissner effect.
This in turn leads to an electromagnetic signal which can
be picked up by a readout loop.
As evident from the brief explanation, the method is

essentially calorimetric and provides no inforination on
direction. Thus, except for short neutrino pulses, as from
supernovas, where timing from several stations might be
used, it is not possible to determine the direction of the
neutrinos. Such a detector, using fast electronics, will
have good timing information, however.
For explanation of the detector principle and its various

tests we refer to the literature. Our object in this paper is
to investigate the ultimate possibilities and limitations of
the device as a neutral-current neutrino detector. We
shall leave for a later time a discussion of its detailed con-
struction and instrumentation. We shall, however, at-
tempt to identify the major advantages and disadvantages
set by basic physics. Thus, in the discussion of noise and
background we will leave aside instrumental noise but will
attempt some estimates of particle backgrounds and their
rejection. When necessary, we shall assume ideal func-
tioning of the instrument and extrapolation or extension
of its properties to theoretically possible but as-yet-
untested areas. We begin by describing neutrino-nucleus
elastic scattering.
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DM detectors as neutrino detectors

Christopher McCabe  -  King’s College London
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“Elastic scattering detectors can have yields of a few or more 
neutrino events per tonne for a supernova at 10 kpc”

Horowitz et al 2003

Why is it timely to think about this?

Tonne scale experiments are here:
running: XENON1T (~ 2 t)

in design/construction: XENONnT & LZ (~ 7 t)
R&D: DARWIN (~ 40 t)

What physics can we do with these detectors?

DM detectors as SN neutrino detectors

Christopher McCabe  -  King’s College London



1. Simulate the SN neutrino signal in a dual-phase xenon detector

Extracting physics from:
2. the number of events
3. the shape of the spectrum

DM detectors as SN neutrino detectors

arXiv:1606.09243 

Christopher McCabe  -  King’s College London

(first pass at this problem: everything could be improved)

http://arxiv.org/abs/arXiv:1606.09243


1. Simulating the supernova neutrino signal                               
in a dual-phase xenon detector

Christopher McCabe  -  King’s College London



Rate calculation: Ingredients

Christopher McCabe  -  King’s College London
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A Global Analysis of Light and Charge Yields in
Liquid Xenon

Brian Lenardo, Member, IEEE, Kareem Kazkaz, Aaron Manalaysay, Jeremy Mock, Matthew Szydagis,
and Mani Tripathi

Abstract—We present an updated model of light and charge
yields from nuclear recoils in liquid xenon with a simultaneously
constrained parameter set. A global analysis is performed using
measurements of electron and photon yields compiled from all
available historical data, as well as measurements of the ratio of
the two. These data sweep over energies from 1 - 300 keV and
external applied electric fields from 0 - 4060 V/cm. The model
is constrained by constructing global cost functions and using a
simulated annealing algorithm and a Markov Chain Monte Carlo
approach to optimize and find confidence intervals on all free
parameters in the model. This analysis contrasts with previous
work in that we do not unnecessarily exclude data sets nor impose
artificially conservative assumptions, do not use spline functions,
and reduce the number of parameters used in NEST v0.98. We
report our results and the calculated best-fit charge and light
yields. These quantities are crucial to understanding the response
of liquid xenon detectors in the energy regime important for
rare event searches such as the direct detection of dark matter
particles.

I. INTRODUCTION

L IQUID xenon is currently of great interest in the detec-
tion and measurement of ionizing radiation. Applications

under study include research in direct dark matter detection,
neutrino physics, nuclear non-proliferation, and medical imag-
ing [1–4]. Due to the wide application of the technique, it is
important to develop a detector-independent understanding of
how the medium responds to incident radiation.

The Noble Element Simulation Technique (NEST) incor-
porates a semi-empirical physical model of the generation of
scintillation photons and ionization electrons from recoiling
particles in liquid xenon [5–7]. In both argon [8] and helium
[9], it is possible to calculate excitation and ionization in
recoil cascades from first principles using measurements of
the relevant interaction cross-sections. In xenon these cross
sections have never been measured or calculated, rendering
such predictions impossible. NEST is intended to provide a
standardized way to predict yields in the absence of such
information. Moreover, the underlying model is continuously
compared to measurements to ensure agreement with exper-
iment. The NEST software is built for easy integration into
the Geant4 package [10, 11], allowing the simulation and

B. Lenardo, A. Manalaysay, and M. Tripathi are with the University of
California - Davis, Davis, CA, 95616 USA (e-mail: bglenardo@ucdavis.edu,
aaronm@ucdavis.edu, mani@physics.ucdavis.edu).

B. Lenardo and K. Kazkaz are with Lawrence Livermore National Labo-
ratory, Livermore, CA 94550 USA (email: kazkaz1@llnl.gov).

J. Mock and M. Szydagis are with the Department of Physics University
at Albany - SUNY, Albany, NY, 12222 USA (email: jmock@albany.edu,
mszydagis@albany.edu).

prediction of detector responses using standard Monte Carlo
techniques. While other software exists to model ionization,
scintillation, or recoil tracks, there is no comprehensive pack-
age that models both ionization and scintillation as a function
of both energy and applied electric field. NEST can be used by
the larger community to compare to new measurements and
interpret experimental results [12–15].

Of particular interest to particle physics applications is
the ability to discriminate between electronic recoils (ER)
resulting from � and � radiation and nuclear recoils (NR)
produced by massive neutral particles. In both dark matter
searches and searches for coherent neutrino-nucleus scattering,
low energy nuclear recoils constitute the expected signal
while low energy electronic recoils constitute backgrounds.
Discrimination between the two is often accomplished in dual-
phase time projection chambers (TPCs) by measuring both the
scintillation signal produced by excited xenon molecules and
the charge signal produced by ionization of the xenon atoms
[14, 15]. The ratio of these two signals differs between ER
and NR events, allowing particle-type discrimination. Thus it
is important to be able to accurately predict scintillation and
ionization yields not only for energy reconstruction, but to
understand background rejection in such experiments as well.

In this work, we improve the modeling of nuclear recoils at
energies below 300 keV and develop a new method to validate
models in the context of a large body of calibration mea-
surements. We begin by explaining the physical interpretation
and parameterization of our model, then constrain the model
using a plethora of published experimental data. We end with a
discussion of our results and their application in understanding
the yields of NR interactions in the liquid.
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Rate = Flux⇥ cross section⇥ detector response

neutrino flux Nuclear recoil energy transferred 
to photons, electrons or heat
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SN neutrino signal from simulations

Use results from four 1D simulations by the Garching group:
• Two progenitor masses (11 & 27 MSun) 
• Two equation of states (LS220 & Shen EoS)
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SN neutrino signal from simulations

Use results from four 1D simulations by the Garching group:
• Two progenitor masses (11 & 27 MSun) 
• Two equation of states (LS220 & Shen EoS)
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SN neutrino signal from simulations

Use results from four 1D simulations by the Garching group:
• Two progenitor masses (11 & 27 MSun) 
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SN neutrino signal from simulations

Use results from four 1D simulations by the Garching group:
• Two progenitor masses (11 & 27 MSun) 
• Two equation of states (LS220 & Shen EoS)

27 MSun LS220;   27 MSun Shen;   11 MSun LS220;   11 MSun Shen
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Detector response
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A Global Analysis of Light and Charge Yields in
Liquid Xenon

Brian Lenardo, Member, IEEE, Kareem Kazkaz, Aaron Manalaysay, Jeremy Mock, Matthew Szydagis,
and Mani Tripathi

Abstract—We present an updated model of light and charge
yields from nuclear recoils in liquid xenon with a simultaneously
constrained parameter set. A global analysis is performed using
measurements of electron and photon yields compiled from all
available historical data, as well as measurements of the ratio of
the two. These data sweep over energies from 1 - 300 keV and
external applied electric fields from 0 - 4060 V/cm. The model
is constrained by constructing global cost functions and using a
simulated annealing algorithm and a Markov Chain Monte Carlo
approach to optimize and find confidence intervals on all free
parameters in the model. This analysis contrasts with previous
work in that we do not unnecessarily exclude data sets nor impose
artificially conservative assumptions, do not use spline functions,
and reduce the number of parameters used in NEST v0.98. We
report our results and the calculated best-fit charge and light
yields. These quantities are crucial to understanding the response
of liquid xenon detectors in the energy regime important for
rare event searches such as the direct detection of dark matter
particles.

I. INTRODUCTION

L IQUID xenon is currently of great interest in the detec-
tion and measurement of ionizing radiation. Applications

under study include research in direct dark matter detection,
neutrino physics, nuclear non-proliferation, and medical imag-
ing [1–4]. Due to the wide application of the technique, it is
important to develop a detector-independent understanding of
how the medium responds to incident radiation.

The Noble Element Simulation Technique (NEST) incor-
porates a semi-empirical physical model of the generation of
scintillation photons and ionization electrons from recoiling
particles in liquid xenon [5–7]. In both argon [8] and helium
[9], it is possible to calculate excitation and ionization in
recoil cascades from first principles using measurements of
the relevant interaction cross-sections. In xenon these cross
sections have never been measured or calculated, rendering
such predictions impossible. NEST is intended to provide a
standardized way to predict yields in the absence of such
information. Moreover, the underlying model is continuously
compared to measurements to ensure agreement with exper-
iment. The NEST software is built for easy integration into
the Geant4 package [10, 11], allowing the simulation and

B. Lenardo, A. Manalaysay, and M. Tripathi are with the University of
California - Davis, Davis, CA, 95616 USA (e-mail: bglenardo@ucdavis.edu,
aaronm@ucdavis.edu, mani@physics.ucdavis.edu).

B. Lenardo and K. Kazkaz are with Lawrence Livermore National Labo-
ratory, Livermore, CA 94550 USA (email: kazkaz1@llnl.gov).

J. Mock and M. Szydagis are with the Department of Physics University
at Albany - SUNY, Albany, NY, 12222 USA (email: jmock@albany.edu,
mszydagis@albany.edu).

prediction of detector responses using standard Monte Carlo
techniques. While other software exists to model ionization,
scintillation, or recoil tracks, there is no comprehensive pack-
age that models both ionization and scintillation as a function
of both energy and applied electric field. NEST can be used by
the larger community to compare to new measurements and
interpret experimental results [12–15].

Of particular interest to particle physics applications is
the ability to discriminate between electronic recoils (ER)
resulting from � and � radiation and nuclear recoils (NR)
produced by massive neutral particles. In both dark matter
searches and searches for coherent neutrino-nucleus scattering,
low energy nuclear recoils constitute the expected signal
while low energy electronic recoils constitute backgrounds.
Discrimination between the two is often accomplished in dual-
phase time projection chambers (TPCs) by measuring both the
scintillation signal produced by excited xenon molecules and
the charge signal produced by ionization of the xenon atoms
[14, 15]. The ratio of these two signals differs between ER
and NR events, allowing particle-type discrimination. Thus it
is important to be able to accurately predict scintillation and
ionization yields not only for energy reconstruction, but to
understand background rejection in such experiments as well.

In this work, we improve the modeling of nuclear recoils at
energies below 300 keV and develop a new method to validate
models in the context of a large body of calibration mea-
surements. We begin by explaining the physical interpretation
and parameterization of our model, then constrain the model
using a plethora of published experimental data. We end with a
discussion of our results and their application in understanding
the yields of NR interactions in the liquid.
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Extracting physics from:
2. the number of events
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Expected number of events
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Past detection of supernova neutrinos

Neutrinos from SN1987A detected with
• Kamiokande-II (12 events)
• IMB (8 events)
• Baksan (5 events)

Christopher McCabe  -  King’s College London

38 OBSERVATION IN THE KAMIOKANDE-II DETECTOR OF THE. . . 457

50-

4P - C)

X ss-
50- -., --
p5- t

C)
C)

Cl

I
'

I ' I I I I f i /
I l I

o KAMQ
o IMB

I

p s i 1 i I

p 1 2
I I l s I i I i I i I & l I 1 i I i l

7 8 9 10 11 12 13
(sec)

5 6
TIME

FIG. 15. Scatter plot of energy and time of the 12 events in
the burst sample observed in Kamiokande-II, and the 8 events
in the burst sample observed in the IMB detector. The earliest
event in the sample of each detector has, arbitrarily but not un-
reasonably, been assigned t =0.

V. SUMMARY AND CONCLUSIONS

The event burst at 7:35:35UT, 23 February 1987, ob-
served in Kamiokande-II, is a genuine neutrino burst.
This is the only burst found in Kamiokande-II during the
period 9 January to 25 February 1987. Intensive analyses
of the Kamiokande-II data of shorter time intervals sur-
rounding 7:35:35 UT have yielded no statistically
significant evidence for another similar burst of perhaps
fewer events, or of an enhanced rate in the lower-energy
region of the background in the detector. We conclude,
therefore that the burst on 23 February 1987 at 7:35:35
UT was the only burst observed in Kamiokande-II.
The properties of the event burst coincide remarkably

well with the current model of the basic nature of type-II

min, the uncertainty arising from the absence of an abso-
lute time calibration source in the Kamiokande-II equip-
ment. It would have been straightforward after
SN1987A to have made an absolute calibration of the
clock in the event time circuit (see Fig. 2) which assigned
a precise relative time to each event, but an abrupt power
outage took place in the Kamioka mine on 25 February
1987, and precluded that alternative measure. If it is as-
sumed, arbitrarily but not unreasonably, that the earliest
events observed by the two detectors coincided in time,
the plot in Fig. 15 is obtained. Figure 15 suggests that
the two observations agree on a cluster of 14 events
within the first 2 sec, and indicates a tailing off of the
remaining 6 events to 12.44 sec.

supernovae and neutron-star formation. The observed
energies of the neutrinos, their number, and type of in-
teraction, in conjunction with the time duration of the
burst, are consistent with the free-fall collapse of the core
of a massive star, and the evaporation within a few
seconds of all flavors of neutrino-antineutrino pairs with
total energy amounting to -3X10 ergs from the newly
born neutron star at temperature kT=4 MeV. To elicit
descriptions and explanations of more specific properties
such as, for example, the time separation of events within
the burst, the time interval between the core collapse, and
the earliest optical sighting, and the possible infiuence of
the bounce of the in-falling massive core and the resul-
tant shock wave on neutrino emission is the subject of
much present theoretical study.
There are two principal conclusions of significance in

elementary-particle physics which may be reached from
the Kamiokande-II neutrino burst data. First, the life-
time of v, and v, must be greater than about
1.7)&10 [m(v, )/E(v, )] yr, taking the distance to the
LMC to be 55 kpc. Second, an upper limit on the mass of
v, and v, may be obtained from the burst data subject to
simplifying assumptions. The totality of attempts to do
so using a variety of assumptions has led to upper-limit
estimates ranging' from a few eV to 24 eV.
The observation in Kamiokande-II and in the IMB

detector of the neutrino burst from SN1987A is the first
direct observation in neutrino astronomy. The coin-
cidence in time with the optical sighting of SN1987A,
and the clarity of the burst signal in the neutrino detec-
tors suggest that future observations in neutrino astrono-
my may well proceed independently of other astronorni-
cal observations. If the expected rate of occurrence of su-
pernovae in the Galaxy, ' i.e., one supernova per 10-20
yr, is roughly correct, the detailed study of neutron-star,
and perhaps even black-hole, formation may become a
reality, providing that adequate neutrino telescopes are
maintained as active instruments over long periods of
time. Clearly, observation of additional neutrino bursts
from supernovae would also contribute importantly to
improved determinations of the intrinsic properties of
neutrinos.
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Current detectors for supernova neutrinos

HALO (10)

Borexino (100)
LVD (300) KamLAND (300)

SuperK (7000)

IceCube (106)

Daya Bay (100)

Events from a supernova burst at 10 kpc arXiv:1310.5783
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Discovery significance
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Neutrino light curve

• Distinguishing the phases of the (10 kpc) supernova neutrino emission
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Accretion phase Kelvin-Helmholtz cooling

• Clear differentiation of phase with DARWIN
• Partial differential with XENONnT/LZ but none with XENON1T

See also: 
Chakraborty et al 

1309.4492
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http://arxiv.org/abs/1309.4492


Extracting physics from:
3. the shape of the spectrum (measured S2 value)
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Energy released into neutrinos

• Excellent reconstruction 
with DARWIN

• XENON1T also good
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SN neutrino flux
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• Flux parameterisation ansatz (motivated from simulations): 

AT ⇠T

✓
E⌫

hET i

◆↵T

exp

✓
�(1 + ↵T )E⌫

hET i

◆
with                ,          ,        determined from fit↵T = 2.3

Keil et al 0208035

AThET i

Supernova 
at 10 kpc

Supernova 
at 10 kpc
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SN neutrino summary

High 
significance 

discovery

Light curve 
reconstruction

Total nu-energy 
reconstruction

nu-spectrum 
reconstruction

XENON1T (2t) ✔ ✗ ∼ ∼
XENONnT/LZ 

(7t) ✔ ∼ ✗ ✔ ∼ ✔

DARWIN (40t) ✔ ✔ ✔ ✔

For a SN at 10 kpc from Earth:
(SN at 2.2 kpc in XENON1T = SN at 10 kpc in DARWIN)

Christopher McCabe  -  King’s College London

A xenon direct detection experiment:
1. responds to all types of neutrinos equally
2. gains from a coherence factor (neutron-number2)
3. responds to neutrinos in a known way (can infer incoming neutrino spectrum)



New low energy signals:
2.  Sub-GeV dark matter
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Motivation

Detecting dark matter is hard 6
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FIG. 3. Upper limits on the spin-independent elastic WIMP-
nucleon cross section at 90% C.L. Observed limit in black,
with the 1- and 2-� ranges of background-only trials shaded
green and yellow. Also shown are limits from the first LUX
analysis [6] (gray), SuperCDMS [40] (green), CDMSlite [41]
(light blue), XENON100 [42] (red), DarkSide-50 [43] (orange),
and PandaX [44] (purple). The expected spectrum of coherent
neutrino-nucleus scattering by 8B solar neutrinos can be fit
by a WIMP model as in [45], plotted here as a black dot.

the ongoing 300-day LUX search and the future LUX-
ZEPLIN [46] experiment.
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Motivation

Detecting dark matter is hard

WIMPs
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in the sub-GeV region?Detecting sub-GeV dark matter is even harder
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Normal signal
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Normal signal
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Not enough energy to produce a signal

Detecting dark matter is hard

WIMPs
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Detecting sub-GeV dark matter is even harder
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A new idea
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A new idea
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polarizability of the atom

d�

d!dER
9 !3 ˆ |↵p!q|2 ˆ ER

mN
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dER

energy scaling  
of dipole emission

Atomic physics modification

End result 
for f=i:

=> QM calculation

A new idea
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A new idea: why is it interesting?
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Kouvaris & Pradler: 1607.01789, PRL
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Maximum photon energy:
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Maximum nuclear recoil energy:
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keV photons in LUX

Consistent with Gaussian  (Poisson at few S1-counts)

Over full range, leakage reduced from  4 ×10-3 (2013)  to  2±1 ×10-3 (2015).

In a window at low energies, 
      - well below 10-3 
      - nearly 10x better than 2013
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7keV photons     
will be detected

New constraints and discovery potential of sub-GeV dark matter with xenon detectors

Christopher McCabe1, ⇤

1GRAPPA Centre of Excellence, Institute for Theoretical Physics Amsterdam and Delta Institute for
Theoretical Physics, University of Amsterdam, Science Park 904, 1098 XH Amsterdam, The Netherlands

Existing xenon dark matter (DM) direct detection experiments can probe the DM-nucleon inter-
action of DM with a sub-GeV mass through a search for bremsstrahlung from the recoiling xenon
atom. We show that LUX’s constraints on sub-GeV DM, which utilise the scintillation (S1) and
ionisation (S2) signals, are approximately three orders of magnitude more stringent than previous
xenon constraints in this mass range, derived from the XENON10 and XENON100 S2-only searches.
The new LUX constraints provide the most stringent direct detection constraints for DM particles
with a mass below 0.5 GeV. In addition, the bremsstrahlung signal in LUX and its successor LZ
maintain the discrimination between background and signal events so that an unambiguous discov-
ery of sub-GeV DM is possible. We show that LZ has the potential to reconstruct the DM mass
with ' 20% accuracy for particles lighter than 0.5 GeV.

I. INTRODUCTION

Identifying the nature of particle dark matter (DM) re-
mains one of the most compelling problems in astroparti-
cle physics. Motivated by the weakly interacting massive
particle (WIMP) paradigm, DM direct detection experi-
ments have traditionally concentrated on the 10 GeV to
10 TeV mass range. The non-detection of DM in this
mass range has led to significant theoretical and experi-
mental e↵orts focussing on lower mass particles.
The di�culty faced by low mass searches is that the

energy deposited in a detector by low mass DM is
small. For instance, the maximum recoil energy im-
parted by DM (of mass m

DM

) to a nucleus (with mass
number A) in two-to-two elastic scattering is Emax

R

⇡
0.1 keV · (131/A) (m

DM

/1 GeV)2. The nuclear recoil
energy threshold of dual-phase xenon detectors (A

Xe

'
131) is approximately 1 keV, which implies that they
are limited to m

DM

& 3 GeV. The lighter nuclei and
lower energy thresholds employed in the CRESST [1, 2],
DAMIC [3], EDELWEISS [4] and SuperCDMS [5, 6] de-
tectors allow them to probe lower masses, with current
exclusion limits reaching down to m

DM

' 0.5 GeV. Un-
fortunately, the push to a lower energy threshold comes
with the loss of good discrimination between background
and DM events, limiting their ability to make an unam-
biguous discovery of sub-GeV DM. Beyond this, there
are new proposals and first limits on sub-GeV DM from
DM-electron scattering [7–13]; proposals and first lim-
its from DM absorption [14–19]; and proposals for new
technologies to search for DM-nucleon interactions from
MeV-scale DM [20–23].
In Ref. [24], it was pointed out that existing xenon de-

tectors can probe sub-GeV DM through the irreducible
photon emission in the form of bremsstrahlung from the
recoiling xenon atom. In this two-to-three scattering pro-
cess with a photon in the final state, the maximum pho-
ton energy is !max ⇡ 3 keV·(m

DM

/1 GeV). We will show

⇤ c.mccabe@uva.nl

later that the LUX dual-phase experiment is sensitive to
photon energies ! & 0.3 keV, implying that sub-GeV DM
can be easily probed through this two-to-three process.
In this note, we calculate the parameter space excluded

by LUX’s two WIMP-seaches [25, 26] and show that
the current generation of dual-phase xenon detectors are
much more sensitive than previously thought (by up to
three orders of magnitude). This is because the photon’s
energy is large enough to produce detectable scintilla-
tion and ionisation charge signals, with the result that
events from the fiducial volume, where the background is
lower [27], can be selected. Moreover, events from keV-
energy photons retain the good discrimination between
background and signal events based on the scintillation
and ionisation signals. This further reduces the back-
ground rate and importantly, allows for an unambiguous
detection of DM to be made. We demonstrate this ex-
plicitly for LZ [28], where we calculate its sensitivity and
show for the first time that an experiment under con-
struction has the potential to accurately reconstruct the
parameters of sub-GeV DM.

II. PHOTON EMISSION SCATTERING RATE

The di↵erential rate for a DM particle to undergo two-
to-three scattering with a nucleus of mass m

T

is

dR

d!
=

⇢
DM

m
T

m
DM

Z

vmin

d3vvf(v+v
E

)

Z E+
R

E�
R

dE
R

d2�

d!dE
R

, (1)

where ⇢
DM

= 0.3 GeV/cm3 is the local DM density and
f(v) is the DM velocity distribution in the galactic frame,
which we assume is a Maxwell-Boltzmann (MB) distribu-
tion with a cut-o↵ at v

esc

= 544 km/s and most probable
speed of v

0

= 220 km/s. We boost from the galactic
to the Earth reference frame with v

E

[29, 30]. Small
deviations from a MB distribution are likely, as seen
in numerical simulations, e.g. [31–33], and predicted by
Earth-scattering e↵ects, e.g. [34–36], but we don’t con-
sider them in this work. For sub-GeV DM, E

R

is far be-
low a xenon detector’s threshold so we integrate over it.
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What’s the catch?

!

q

d�

dERd!
“ 4Z2↵

3⇡

1

!

ER

mN
ˆ d�

dER
⇥p! ´ !

max

q

Price to pay 

Can we overcome this suppression in rate? 

=> yes, because the recoil spectrum is exponentially rising  
      with smaller recoil energy!  

» 7 ˆ 10

´8

!

ˆ
ER

1 keV

˙
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dER
pXenonq

Gaining access to sub-GeV  
Dark Matter 

N
N* recoil
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γ

Xe Xe
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Energy spectrumGaining access to sub-GeV  
Dark Matter 
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=> importantly, we can draw from atomic data listings!

including atomic physics modification
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Setting limits with LUX

1. Calculate the number of expected events (the efficiency)

2. Calculate what they would observe in the S1-S2 plane
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A Global Analysis of Light and Charge Yields in
Liquid Xenon

Brian Lenardo, Member, IEEE, Kareem Kazkaz, Aaron Manalaysay, Jeremy Mock, Matthew Szydagis,
and Mani Tripathi

Abstract—We present an updated model of light and charge
yields from nuclear recoils in liquid xenon with a simultaneously
constrained parameter set. A global analysis is performed using
measurements of electron and photon yields compiled from all
available historical data, as well as measurements of the ratio of
the two. These data sweep over energies from 1 - 300 keV and
external applied electric fields from 0 - 4060 V/cm. The model
is constrained by constructing global cost functions and using a
simulated annealing algorithm and a Markov Chain Monte Carlo
approach to optimize and find confidence intervals on all free
parameters in the model. This analysis contrasts with previous
work in that we do not unnecessarily exclude data sets nor impose
artificially conservative assumptions, do not use spline functions,
and reduce the number of parameters used in NEST v0.98. We
report our results and the calculated best-fit charge and light
yields. These quantities are crucial to understanding the response
of liquid xenon detectors in the energy regime important for
rare event searches such as the direct detection of dark matter
particles.

I. INTRODUCTION

L IQUID xenon is currently of great interest in the detec-
tion and measurement of ionizing radiation. Applications

under study include research in direct dark matter detection,
neutrino physics, nuclear non-proliferation, and medical imag-
ing [1–4]. Due to the wide application of the technique, it is
important to develop a detector-independent understanding of
how the medium responds to incident radiation.

The Noble Element Simulation Technique (NEST) incor-
porates a semi-empirical physical model of the generation of
scintillation photons and ionization electrons from recoiling
particles in liquid xenon [5–7]. In both argon [8] and helium
[9], it is possible to calculate excitation and ionization in
recoil cascades from first principles using measurements of
the relevant interaction cross-sections. In xenon these cross
sections have never been measured or calculated, rendering
such predictions impossible. NEST is intended to provide a
standardized way to predict yields in the absence of such
information. Moreover, the underlying model is continuously
compared to measurements to ensure agreement with exper-
iment. The NEST software is built for easy integration into
the Geant4 package [10, 11], allowing the simulation and

B. Lenardo, A. Manalaysay, and M. Tripathi are with the University of
California - Davis, Davis, CA, 95616 USA (e-mail: bglenardo@ucdavis.edu,
aaronm@ucdavis.edu, mani@physics.ucdavis.edu).

B. Lenardo and K. Kazkaz are with Lawrence Livermore National Labo-
ratory, Livermore, CA 94550 USA (email: kazkaz1@llnl.gov).

J. Mock and M. Szydagis are with the Department of Physics University
at Albany - SUNY, Albany, NY, 12222 USA (email: jmock@albany.edu,
mszydagis@albany.edu).

prediction of detector responses using standard Monte Carlo
techniques. While other software exists to model ionization,
scintillation, or recoil tracks, there is no comprehensive pack-
age that models both ionization and scintillation as a function
of both energy and applied electric field. NEST can be used by
the larger community to compare to new measurements and
interpret experimental results [12–15].

Of particular interest to particle physics applications is
the ability to discriminate between electronic recoils (ER)
resulting from � and � radiation and nuclear recoils (NR)
produced by massive neutral particles. In both dark matter
searches and searches for coherent neutrino-nucleus scattering,
low energy nuclear recoils constitute the expected signal
while low energy electronic recoils constitute backgrounds.
Discrimination between the two is often accomplished in dual-
phase time projection chambers (TPCs) by measuring both the
scintillation signal produced by excited xenon molecules and
the charge signal produced by ionization of the xenon atoms
[14, 15]. The ratio of these two signals differs between ER
and NR events, allowing particle-type discrimination. Thus it
is important to be able to accurately predict scintillation and
ionization yields not only for energy reconstruction, but to
understand background rejection in such experiments as well.

In this work, we improve the modeling of nuclear recoils at
energies below 300 keV and develop a new method to validate
models in the context of a large body of calibration mea-
surements. We begin by explaining the physical interpretation
and parameterization of our model, then constrain the model
using a plethora of published experimental data. We end with a
discussion of our results and their application in understanding
the yields of NR interactions in the liquid.
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Fig. 1. A schematic of the process by which an energy deposition in liquid
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New constraints and discovery potential of sub-GeV dark matter with xenon detectors

Christopher McCabe1, ⇤

1GRAPPA Centre of Excellence, Institute for Theoretical Physics Amsterdam and Delta Institute for
Theoretical Physics, University of Amsterdam, Science Park 904, 1098 XH Amsterdam, The Netherlands

Existing xenon dark matter (DM) direct detection experiments can probe the DM-nucleon inter-
action of DM with a sub-GeV mass through a search for bremsstrahlung from the recoiling xenon
atom. We show that LUX’s constraints on sub-GeV DM, which utilise the scintillation (S1) and
ionisation (S2) signals, are approximately three orders of magnitude more stringent than previous
xenon constraints in this mass range, derived from the XENON10 and XENON100 S2-only searches.
The new LUX constraints provide the most stringent direct detection constraints for DM particles
with a mass below 0.5 GeV. In addition, the bremsstrahlung signal in LUX and its successor LZ
maintain the discrimination between background and signal events so that an unambiguous discov-
ery of sub-GeV DM is possible. We show that LZ has the potential to reconstruct the DM mass
with ' 20% accuracy for particles lighter than 0.5 GeV.

I. INTRODUCTION

Identifying the nature of particle dark matter (DM) re-
mains one of the most compelling problems in astroparti-
cle physics. Motivated by the weakly interacting massive
particle (WIMP) paradigm, DM direct detection experi-
ments have traditionally concentrated on the 10 GeV to
10 TeV mass range. The non-detection of DM in this
mass range has led to significant theoretical and experi-
mental e↵orts focussing on lower mass particles.
The di�culty faced by low mass searches is that the

energy deposited in a detector by low mass DM is
small. For instance, the maximum recoil energy im-
parted by DM (of mass m

DM

) to a nucleus (with mass
number A) in two-to-two elastic scattering is Emax

R

⇡
0.1 keV · (131/A) (m

DM

/1 GeV)2. The nuclear recoil
energy threshold of dual-phase xenon detectors (A

Xe

'
131) is approximately 1 keV, which implies that they
are limited to m

DM

& 3 GeV. The lighter nuclei and
lower energy thresholds employed in the CRESST [1, 2],
DAMIC [3], EDELWEISS [4] and SuperCDMS [5, 6] de-
tectors allow them to probe lower masses, with current
exclusion limits reaching down to m

DM

' 0.5 GeV. Un-
fortunately, the push to a lower energy threshold comes
with the loss of good discrimination between background
and DM events, limiting their ability to make an unam-
biguous discovery of sub-GeV DM. Beyond this, there
are new proposals and first limits on sub-GeV DM from
DM-electron scattering [7–13]; proposals and first lim-
its from DM absorption [14–19]; and proposals for new
technologies to search for DM-nucleon interactions from
MeV-scale DM [20–23].
In Ref. [24], it was pointed out that existing xenon de-

tectors can probe sub-GeV DM through the irreducible
photon emission in the form of bremsstrahlung from the
recoiling xenon atom. In this two-to-three scattering pro-
cess with a photon in the final state, the maximum pho-
ton energy is !max ⇡ 3 keV·(m

DM

/1 GeV). We will show

⇤ c.mccabe@uva.nl

later that the LUX dual-phase experiment is sensitive to
photon energies ! & 0.3 keV, implying that sub-GeV DM
can be easily probed through this two-to-three process.
In this note, we calculate the parameter space excluded

by LUX’s two WIMP-seaches [25, 26] and show that
the current generation of dual-phase xenon detectors are
much more sensitive than previously thought (by up to
three orders of magnitude). This is because the photon’s
energy is large enough to produce detectable scintilla-
tion and ionisation charge signals, with the result that
events from the fiducial volume, where the background is
lower [27], can be selected. Moreover, events from keV-
energy photons retain the good discrimination between
background and signal events based on the scintillation
and ionisation signals. This further reduces the back-
ground rate and importantly, allows for an unambiguous
detection of DM to be made. We demonstrate this ex-
plicitly for LZ [28], where we calculate its sensitivity and
show for the first time that an experiment under con-
struction has the potential to accurately reconstruct the
parameters of sub-GeV DM.

II. PHOTON EMISSION SCATTERING RATE

The di↵erential rate for a DM particle to undergo two-
to-three scattering with a nucleus of mass m

T

is

dR

d!
=

⇢
DM

m
T

m
DM

Z

vmin

d3vvf(v+v
E

)

Z E+
R

E�
R

dE
R

d2�

d!dE
R

, (1)

where ⇢
DM

= 0.3 GeV/cm3 is the local DM density and
f(v) is the DM velocity distribution in the galactic frame,
which we assume is a Maxwell-Boltzmann (MB) distribu-
tion with a cut-o↵ at v

esc

= 544 km/s and most probable
speed of v

0

= 220 km/s. We boost from the galactic
to the Earth reference frame with v

E

[29, 30]. Small
deviations from a MB distribution are likely, as seen
in numerical simulations, e.g. [31–33], and predicted by
Earth-scattering e↵ects, e.g. [34–36], but we don’t con-
sider them in this work. For sub-GeV DM, E

R

is far be-
low a xenon detector’s threshold so we integrate over it.
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Consistent with Gaussian  (Poisson at few S1-counts)
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1. Expected number of events (efficiency)
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2. Signal in the S1-S2 plane
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Reproduce ER and NR bands:

Me: lines
LUX: squares/triangles

LUX WS2013
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2. Calculate what they would observe in the S1-S2 plane

ER band

NR band
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All together:
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Constraints
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Constraints
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Discovery potential

LZ (+others) is coming.
It will be bigger and better than LUX
Could it make a discovery?
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Discovery potential
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Discovery potential
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The parameters of sub-GeV DM can be reconstructed!
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Summary

Xenon detectors are getting bigger
Our understanding of them is getting better

Opportunities to search for (discover !) new signals

Christopher McCabe  -  King’s College London

1. Nuclear recoils: supernova neutrinos

2. Electronic recoils: sub-GeV dark matter

Are there others?



Thank you
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Backup
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Backup: sub-GeV DM
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Other ideas: electron scattering
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FIG. 2. Observed number of events versus photoelectrons
(PE) in XENON10 (top) [22] and XENON100 (bottom) [23].
DM spectra are shown form� = 10 MeV (blue) & 1 GeV (red)
with a cross section fixed at our derived 90% C.L. limit (we
assume fiducial values for the secondary ionization model).
Insets show spectra in bins of 27PE (20PE), the mean number
of PE created by one electron in XENON10 (XENON100).

coil events at current and upcoming xenon experiments,
we have fixed �

e

to specific values that are allowed by
simple and predictive benchmark models [1, 5, 34–40] and
further below. We consider the DM (a Dirac fermion or
complex scalar �) to be charged under a broken U(1)

D

gauge force, mediated by a kinetically-mixed dark pho-
ton, A

0, with mass m

A

0 . The A

0 mediates DM-electron
scattering, and F

DM

(q) = 1 (↵2

m

2

e

/q

2) for a heavy (ul-
tralight) dark photon. The left axis for top (bottom) plot
of Fig. 1 shows the event rate for �

e

fixed to the maxi-
mum value allowed by current constraints for m

A

0 = 3m
�

(m
A

0 ⌧ keV), while the right axis of the top (bottom)
plot fixes �

e

so that scalar (fermion) DM obtains the cor-
rect relic abundance from thermal freeze-out (freeze-in).
Clearly, a large number of DM events could be seen in
upcoming detectors. These results are easily rescaled to
other DM models that predict DM-electron scattering.

New XENON10 and XENON100 bounds. We now
recalculate the bounds from XENON10 data [2] (15 kg-
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FIG. 3. 90% C.L. limit on the DM-electron scattering cross
section from XENON10 data (blue) and XENON100 data
(red) for FDM = 1 (top) & FDM = ↵2m2

e/q
2 (bottom). Dot-

ted black lines show XENON10 bounds from [2].

days), including for the first time events with n

e

& 4, as
well as from XENON100 data [23] (30 kg-years). Since
the experimental observable is the number of photoelec-
trons (PE) produced by an event, we convert n

e

to PE.
An event with n

e

electrons produces a gaussian dis-
tributed number of PE with mean n

e

µ and width
p

n

e

�,
where µ = 27 (19.7) and � = 6.7 (6.2) for XENON10
(XENON100). We multiply the signal with the trigger
and acceptance e�ciencies from [2, 23] and then bin both
the signal and data in steps of 27PE (20PE), starting
from 14PE (80PE) for XENON10 (XENON100). The
first bin for the XENON100 analysis is 80-90PE, corre-
sponding to roughly half an electron. We require that
the resulting signal is less than the data at 90% C.L. in
each bin. For XENON10, the 90% C.L. upper bounds
on the rates (after unfolding the e�ciencies) are r

1

<

15.18, r

2

< 3.37, r

3

< 0.95, r

4

< 0.35, r

5

< 0.35, r

6

<

0.15, r

7

< 0.35 counts kg�1 day�1, corresponding to
bins b

1

= [14, 41], b

2

= [41, 68] . . . , b
7

= [176 � 203] PE;
for XENON100, we find r

4

< 0.17, r

5

< 0.24, r

6

<

0.17 counts kg�1 day�1 corresponding to bins b

4

=
[80, 90], b

5

= [90, 110], b

6

= [110, 130] PE.

Fig. 2 shows the two data sets in PE and two sam-
ple DM spectra. Fig. 3 shows the strongest XENON10
and XENON100 limit combined across all bins, and a

Essig et al: 1703.00910
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Other ideas: absorption

An et al: 1412.8378
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FIG. 1. A summary of constraints on the dark photon kinetic mixing parameter κ as a function of vector mass mV (see Secs. 2 and 3

for the details). The thick lines exclude the region above for dark photons with dark matter relic density. The solid (dashed) line is from

XENON10 (XENON100); the limit from XMASS is taken from [25]. The dash-dotted lines show our newly derived constraints on the

diffuse γ-ray flux from V → 3γ decays, assuming that decays contribute 100% (thick line) or 10% (thin line) to the observed flux. The

thick dotted line is the corresponding constraint from CMB energy injection. Shaded regions depict (previously considered) astrophysical

constraints that are independent of the dark photon relic density. The limits from anomalous energy loss in the sun (sun), horizontal

branch stars (HB), and red giant stars (RG) are labeled. The shaded region that is mostly inside the solar constraint is the XENON10

limit derived from the solar flux [31].

In this paper, we consider ‘dark photon dark matter’
generated through inflationary perturbations, or possibly
other non-thermal mechanisms. While existing proposals
to detect dark photons address the range of masses be-
lowO(meV), we will investigate the sensitivity of existing
WIMP-search experiments to dark photon dark matter
with mass in the 10 eV - 100 keV window. As we will
show, the coupling constant of the dark photon to elec-
trons, eκ, can be probed to exquisitely low values, down
to mixing angles as low as κ ∼ O(10−15). Furthermore,
sensitivity to this mixing could be improved with careful
analysis of the ‘ionization-only’ signal available to a va-
riety of DM experiments. The sensitivity of liquid xenon
experiments to vector particles has already been explored
in [17] and many experiments have already reported rel-
evant analyses [18–25]. While we concentrate on the
Stuckelberg-type mass for the vector field, our treatment
of direct detection of V will equally apply to the Higgsed
version of the model. Moreover, the existence of a Higgs
field charged under U(1)′ opens up additional possibil-
ities for achieving the required cosmological abundance
of V .

The rest of this work is organized as follows. In Sec. 2
we introduce the dark photon model in some more detail,
describe existing constraints, and reconsider indirect lim-
its. In Sec. 3 we compile the relevant formulæ for direct

detection, confront the model with existing direct detec-
tion results and derive constraints on the mixing angle
κ. The results are summarized in Fig. 1, which shows
the new direct detection limits in comparison to various
astrophysical constraints. In Sec. 4, we provide a gen-
eral discussion of super-weakly coupled DM, and possi-
ble improvements in sensitivity to (sub-)keV-scale DM
particles.

2. DARK PHOTON DARK MATTER

It has been well-known since 1980s that the SM allows
for a natural UV-complete extension by a new massive or
massless U(1)′ field, coupled to the SM hypercharge U(1)
via the kinetic mixing term [26]. Below the electroweak
scale, the effective kinetic mixing of strength κ between
the dark photon (V ) and photon (A) with respective field
strengths Vµν and Fµν is the most relevant,

L = −
1

4
F

2
µν −

1

4
V

2
µν −

κ

2
FµνV

µν +
m

2
V

2
VµV

µ + eJ
µ
emAµ,

(1)

where J
µ
em is the electromagnetic current and mV is the

dark photon mass. This model has been under signif-
icant scrutiny over the last few years, as the minimal
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S2 efficiency: order of magnitude higher
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A new idea: assumptions

Christopher McCabe  -  King’s College London

-

�

Polarised atom
emits a photon

Kouvaris & Pradler: 1607.01789, PRL

+

�N
N* recoil

DM

DM

N

γ
2

The factorization of the matrix element is universal
and does not depend on the spin of the nucleus. Summing
over the photon polarization, and assuming no directional
sensitivity yields a double di↵erential cross section of,

d2�

dERd!

����
naive

=
4Z2↵

3⇡

1

!

ER

mN
⇥ d�

dER
⇥(!

max

� !). (3)

Here, d�/dER is the WIMP-nucleus elastic scattering
cross section for (1a), Z is the atomic number.
The cross section for Bremsstrahlung emission o↵ a

recoiling nucleus gets modified at low photon energies by
the fact that it is in a neutral bound state with electrons.
The process of photon emission can be viewed as in Fig. 1
where the double line represents the nucleus in the initial
(final) atomic state of electrons i (f), with intermediate
state n. The matrix element for the transition can be
put into the following form,

|Vfi|2 = 2⇡!|M
el

|2
������

X

n6=i,f

"
(dfn · ê⇤) hn|e�i me

mN
q·

P
↵ r↵ |ii

!ni � !

+
(dni · ê⇤) hf |e�i me

mN
q·

P
↵ r↵ |ni

!ni + !

#�����

2

. (4)

Here, M
el

is the matrix element for the elastic DM-
nucleus collision, dkl = e

P
↵ r↵,kl is the atomic dipole

moment (with sum over the positions r↵ of all electrons
with elementary charge e), ê⇤ is the polarization vector
of the photon in three-dimensional transverse gauge, and
!kl = !k �!l is the atomic transition frequency between
states |ki and |li. The cross section for photon emission
will then be given by

d� =
|Vfi|2

|M
el

|2
!2d!d⌦k

(2⇡)3
⇥ d�

el

. (5)

A few comments regarding (4) are in order. First, the
factors dkl · ê⇤ are part of the dipole transition element

V
(�)
kl = �dkl · @tA⇤

e,! with A = (2⇡/!)1/2e�i!t
ê (we

work in unrationalized units of e2 = ↵), responsible for
the emission of a photon of energy !. Here, the spatial
dependence entering the photon wave function through
|k · x|  !R

Atom

has been neglected; this is a good ap-
proximation, unless one considers the kinematic photon
endpoint and substitutes for R

Atom

the entire atomic ra-
dius, for which the product can become O(1). Second,

the matrix elements hk|e�i me
mN

q·
P

↵ r↵ |li describe the mo-
tion of the electron-cloud relative to the nucleus with ve-
locity |vN | = |q|/mN after the latter receives an impulse
q from DM. It is assumed that the kick is to good approx-
imation instantaneous, i.e., the DM-nucleus interaction
time ⌧� ⇠ RN/v� is smaller than the time it takes elec-
trons in orbit to adjust to the perturbation, ⌧↵ ⇠ |r↵|/v↵.
Taking for the nuclear radius RN = 1.3 fmA1/3, a typi-
cal DM velocity v� = 10�3, and an inner shell electron

with radius |r↵| = 1/(Z↵me) and velocity v↵ ⇠ Z↵, we
get ⌧�/⌧↵ ' 10�4A1/3Z2. Hence our approximation is
well justified for light elements; for heavier targets such
as xenon, the ratio can become O(1), but only for the in-
nermost electrons. Going beyond the mentioned approx-
imations requires a dedicated atomic physics calculation,
which is certainly welcome but well beyond the scope of
this paper. Finally, in the denominators of (4) we neglect
any dependence on ER based on the fact that ER ⌧ !ni.
On similar grounds as for the dipole matrix element

for photon emission, we can make use of the dipole ap-
proximation in the boosted matrix elements,

hk|e�i me
mN

q·
P

↵ r↵ |li ' �i

e

me

mN
q · dkl (k 6= l). (6)

The limit is well justified, since me
mN

q · r↵ ⌧ 1 for all
practical purposes. This expansion brings about a major
simplification when we consider the special case i = f :

|Vii|2 =
4⇡!m2

e

↵

ER

mN
|M

el

|2 ⇥ |ê⇤rq̂s↵rs(!)|2. (7)

Here, ↵rs(!) (r, s are cartesian coordinates) denotes the
polarizability of an individual atom. In the limit of
spherical symmetry, which we will assume henceforth,
↵rs(!) = ↵(!)�rs. The latter function ↵(!) can be re-
lated to the atomic scattering factors f(!) = f

1

(!) +
if

2

(!) which are tabulated, ↵(!) = � ↵
me!2

f(!). By tak-
ing the limit in which the atom stays in the ground state,
i = f , we neglect further contributions to the photon
yield. Our derived limits must therefore be considered as
conservative; we leave more detailed calculations of the
atomic processes as future work.
Taking the polarization sum, integrating over the pho-

ton directions d⌦k and averaging over the direction q̂ of
the momentum transfer, we arrive at the final result for
the photon-emission cross section,

d2�

d!dER
=

4!3

3⇡

ER

mN

m2

e|↵(!)|2

↵
⇥ d�

dER
⇥(!

max

� !)

=
4↵

3⇡!

ER

mN
|f(!)|2 ⇥ d�

dER
⇥(!

max

� !). (8)

A comparison with (3) exposes nicely the atomic physics
modification to the näıve cross section of unscreened
Bremsstrahlung emission from the bare nucleus. At low
photon energy, the process weakens as !3 as is typical for
dipole emission (the dipole created between the nucleus
and electrons). At large energies, f

1

! Z � f
2

, the
atomic state becomes irrelevant, and (8) approaches (3).
Event rates. The main idea is to tap the electron

recoil that is induced by Bremsstrahlung, when (reli-
able) experimental sensitivity to nuclear recoils fails at
low recoil energy. To arrive at a convenient expres-
sion for the di↵erential event rate we neglect the en-
ergy deposition ER since the respective maximum en-
ergies fulfill ER,max

⌧ !
max

, and take the photon en-
ergy ! as the only detectable signal, with rate d�/d! =

• Nucleus kick instantaneous 
(on time scale for electrons 
in orbit to adjust to the 
perturbation     )⌧↵



XENON10 & XENON100: S2-only

Kouvaris & Pradler set constraints with S2-only analyses

XENON10 - differential limit

XENON10 collaboration, 2011

Use differential information of the  
number of ionized electrons

3

to > 0.99 between 1.4 keV and 10 keV. Valid single scat-
ter event records were required to have only a single S2
pulse of size > 4 electrons. Events in which an S1 signal
was found were required to have log10(S2/S1) within the
±3� band for elastic single scatter nuclear recoils. This
band was determined from the neutron calibration data,
and has been reported in a previous article [15]. Events
in which no S1 signal was found were assumed to be dark
matter candidate events and were retained.

TABLE I. Summary of cuts applied to 15 kg-days of dark
matter search data, corresponding acceptance for nuclear re-
coils "c and number of events remaining in the range 1.4 <
Enr  10 keV.

Cut description "c Nevts

1. event localization r < 3 cm 1.00a 125

2. signal-to-noise > 0.94 58

3. single scatter (single S2) > 0.99 38

4. ±3� nuclear recoil band > 0.99 23
a limits e↵ective target mass to 1.2 kg

The remaining events in the lowest-energy region are
shown in Fig. 2 (left) versus their S2 pulse width �

e

. The
equivalent number of electrons is indicated by the inset
scale. Events in which an S1 signal was observed are indi-
cated by a circle. Figure 2 (right) shows the width profile
of the S2 signal in the top, middle and bottom third of
the detector, based on single scatter nuclear recoils with
known �t and 5 < S2 < 100 electrons. Gaussian fits are
shown to guide the eye.

The top panel of Fig. 2 shows the distribution of re-
maining candidate events (+) with S2  4 electrons. The
distribution of background single electron events, sam-
pled from a time window at least 20 µs after higher-
energy events, is also shown (4). The single electron
background events are a subject of ongoing study, and ap-
pear to originate from multiple physical phenomena. One
possibility involves photoionization of impurities in the
liquid xenon [37]. Another possible origin is from excess
free electrons trapped at the liquid surface. This could
occur because the emission of electrons from the liquid
to the gas is nearly � but likely not exactly � unity [38].
As a result, every S2 signal could be a potential source of
a small number of trapped electrons. Delayed emission
of the trapped electrons may result from the requirement
that both the electron kinetic energy and the z compo-
nent of the electron momentum be su�cient to overcome
the surface potential barrier [39].

The signal-to-noise cut was motivated by a distinct but
closely related class of background event, which consists
of a train of approximately ten to several tens of single
electrons over a period of O(100 µs). The origin of these
events is also not yet clear. Often several single electrons
in an electron train overlap in time, to the degree that
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nuclear recoil energy E
nr

[keV]

S
2

w
id

th
�

e

[µ
s]

0.5 1 2 5 10 20
0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40
10 < z  15 cm

0 < z  5 cm

dN/d�

e

0 50 100 150

0 1 2 3 4

1

10

100

S2 electrons

 

 

�/µ = 0.19

FIG. 2. (left) All candidate dark matter events remaining
(⇥ and #) after the cuts listed in Table I. Events in which an
S1 was found are shown as #. The number of electrons in the
S2 signal is indicated by the inset scale. (top) Distribution
of candidate events with  4 electrons (+), and distribution
of background single electrons (4) as described in the text.
(right) S2 pulse width distributions for single scatter nuclear
recoils in the top, middle and bottom third of the detector.

they appear as a single S2 pulse containing ⇠ 2 � 6 elec-
trons. These spurious pulses often have �

e

> 0.30 (the
3� width for a single electron) and so could be removed
based on pulse width. However, the signal-to-noise cut
more precisely targets the presence of multiple additional
single electrons in the event record.

The energy resolution for S2 signals depends primarily
on Poisson fluctuation in the number of detected elec-
trons, with an additional component due to instrumen-
tal fluctuations. This is discussed in detail in [35], and
for higher energy signals in [19]. So as not to over-
state the energy resolution, we adopt a parameteriza-
tion which follows the Poisson component only, given by
R(E

nr

) = (2E
nr

)�1/2. We assume a sharp cuto↵ in Q
y

at
E

nr

= 1.4 keV, and then convolve the resolution with the
predicted di↵erential dark matter scattering rate. This
ensures that �

n

exclusion limits are not influenced by
lower-energy extrapolation of the detector response. The
scattering rate as a function of nuclear recoil energy was
calculated in the usual manner [13] (cf. [15]). We take
the rotational speed of the local standard of rest and
the velocity dispersion of the dark matter halo to be
v0 = 230 km s�1, and the galactic escape velocity to be
v

esc

= 600 km s�1 [41]. We use the p

max

method [42] to
calculate 90% C.L. exclusion limits on the cross section
�

n

for elastic spin-independent dark matter � nucleon
scattering as a function of m

�

. All remaining events in
the the range E

nr

> 1.4 keV are treated as potential dark
matter signal. The results are shown in Fig. 3. If Q

y

were 40% higher (lower) below 4 keV, the exclusion limits

Primary ionized electron  
+ secondary electrons from 
recoiling primary electron plus 
from the filling of shell  
vacancies 

At large deposited energies 
ne „ !{p13.8eVq

We follow the statistical model 
for      by ne Essig et al. 2012

more data: XENON100

XENON100 2016

S2 analysis recently 
published 

NB: the expt. has  
high electron backgrounds 

Very high event rates - XENON100 has ~13000 events

XENON10, 2011 XENON100, 2016
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XENON10 & XENON100: S2-only
sub-GeV sensitivity to nuclear recoils

=> FIRST limit on DM-nucleus scattering below 500 MeV!
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Dual-phase detectors

Easy to characterise:
NR events lie in the NR band
and
ER events lie in the ER band

Tritium Calibration - ER Band

10

S1 vs log10(S2/S1):  
ER/NR discrimination space

Quantisation at low S1 
is due to digital spike 
counting of photons

— ER mean 
 -- ER 10% and 90% contours 
— NR mean 
— energy contours 
 -- S2 threshold of 165 detected photons

Discrimination: 
99.81 ± 0.02 (stat) ± 0.1 (sys)%

arXiv:1512.03133
DD Calibration - NR Band
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and
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The behaviour of low energy signals

LUX Dark Matter Experiment / Sanford Lab Rick Gaitskell (Brown)

Example: LXe WIMP Search, 85 live-days, 118 kg

•WIMP Event Monte Carlo
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The behaviour of low energy signals
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FIG. 10: Two-dimensional distributions of expected cS1 and
cS2 signals for (top) mono-energetic nuclear recoils of 4, 8, 16
and 32 keVnr (represented using 1� and 2� contours), (mid-
dle) for an 8 GeV c−2 WIMP and for (bottom) a 25 GeV c−2
WIMP with spin-independent WIMP-nucleon cross-sections
of 3 × 10−41 cm2 and of 1.6 × 10−42 cm2, respectively. The
same assumptions used to generate the recoil spectra in Fig 9
were used. The vertical red lines represent the 3 PE analy-
sis threshold and the upper 30 PE boundary (lower 2 pan-
els). in the lower two panels, the horizontal (long-dash) red
curve represents the mean (µ) −3� for the elastic nuclear recoil
distribution and the horizontal (short-dash) red curve repre-
sents the 99.75% electron recoil rejection line as discussed in
Ref. [2].

old in a region where XENON100 is still sensitive, but
a significant number of recoil events fall above the im-
posed analysis threshold of 3 PE. However, the center of
the signal distribution is clearly shifted towards a lower
log10(cS2/cS1) with respect to the average neutron band
position. This can be explained by the steeply falling
recoil energy spectrum of light mass WIMPs combined
with asymmetric upward fluctuations in the Poisson dom-
inated regime of small S1. For both cases the expected

number of WIMPs is calculated for an exposure equiva-
lent to the 225 live-days XENON100 WIMP search run in
a region given by a S1 range of 3-30 PE S1 and below the
99.75% electron recoil line as defined in Ref. [2]. The re-
sults are 223+303−85 (sys.) and 1409+53−4 (sys.) events for the
8 GeV c−2 and for the 25 GeV c−2 WIMP, respectively.
In both cases, statistical errors are subdominant as the
distribution is created using large numbers of statistics
and is scaled to the calculated exposure. The systematic
error is defined by simultaneously using the upper and
lower bounds of Le↵ and Qy. Rates could similarly be
calculated for the Le↵ extracted in this publication. The
shape of this Le↵ leads to predicted rates consistent with
those calculated for the direct Le↵ measurements within
errors.

The excess of predicted WIMP recoil rates above
only 2 event candidates observed in the 225 live-days
XENON100 dark matter search [2] is consistent with the
reported exclusion limit, supporting the tension between
these results and signal claims by other experiments [27–
29].

V. CONCLUSIONS

The neutron calibration of the XENON100 dark mat-
ter detector with a 241AmBe source has been modeled
with a MC simulation that includes the signal genera-
tion in both the S1 and S2 channels. Agreement in the
ionization channel is achieved through the adoption of aQy(derived using 241AmBe data and a fixed Le↵) that is
largely consistent with previous direct and indirect mea-
surements and phenomenological estimations but shows
no indication of a low-energy increase as reported by the
direct measurement of Ref. [11]. Additionally, an op-
timized Le↵ is determined using a similar method and
is used to match data and MC signal distributions in
the scintillation channel. The ionization and scintilla-
tion channels are combined in two-dimensional spaces,
achieving agreement between MC and data, constraining
the uncertainty in the nuclear recoil energy scales, and
reproducing both means and widths of energy distribu-
tions. It provides a strong validation of the understand-
ing of the discrimination parameter space in which previ-
ous XENON100 dark matter searches were analysed and
reported. A simulated neutron emission rate of 159 n/s
is required to achieve spectral matching. This is in agree-
ment with the measured emission rate of (160 ± 4) n/s
and confirms the robustness of the S1 signal acceptance
used in the XENON100 WIMP searches [2, 3, 6, 18].

We gratefully acknowledge support from NSF, DOE,
SNF, UZH, FCT, INFN, Région des Pays de la Loire,
STCSM, NSFC, DFG, Stichting voor Fundamenteel On-
derzoek der Materie (FOM), the Max Planck Society, the
Weizmann Institute of Science and the EMG research
center. We are grateful to LNGS for hosting and sup-
porting XENON100.

XENON100:

8 GeV

arXiv:1304.1427

25 GeV

~NR band
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The behaviour of low energy signals

LZ	WIMP	Signal	Region	Example 
-	We	must	also	understand	8B	signal

24

40	GeV	WIMP
1σ

2σ

Contours of Expected Signal Regions 
(Relative Intensities are arbitrary)

Low energy 
nuclear recoil events

(similar to 6 GeV DM)

NR region

Christopher McCabe  -  King’s College London



5

S2 [PE]

0 20 40 60 80 100 120

200

400

600

800

1000

1200

1400

1600

FIG. 1: The PE distribution of the smallest S2 signals (cor-
rected for horizontal non-uniformity), summed over all top
and bottom PMTs. The single electron gain is determined by
fitting two constrained Gaussians, shown as the dashed green
lines.
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FIG. 2: Distribution in uniformity-corrected S1 and S2 for the
de-excitation gamma peaks in the neutron calibration runs.
The anti-diagonal lines are the anti-correlation fit at the two
energies. The dashed vertical and horizontal lines indicate
the mean NR energy in mixture with the gamma energies at
40 and 80 keV.

be reconstructed from the light and charge outputs as

E
rec

= (S1/PDE + S2/SEG/EEE)⇥W, (1)

where E
rec

is the reconstructed energy in keV
ee

splitting
into scintillation and ionization parts, and W = 13.7 eV
is the average energy to produce a scintillation photon or
to liberate an electron [20]. The anti-correlated fluctua-
tions in the light and charge outputs due to electron-ion
recombination is naturally accounted for in Eq. 1. Sim-

ilar to Ref. [13], we performed anti-correlation fits using
Eq. 1 to the 40 and 80 keV de-excitation peaks, as well
as the neutron-induced meta-stable 129mXe (164 keV) de-
cay gamma rays after the neutron calibrations 2. The
PDE (EEE) determined with the 40 keV

ee

peak is 9.6%
(82.1%). The fractional uncertainties are estimated to
be 10% and 9%, respectively, based on the di↵erence in
values obtained at other two energies, as well as those in
Ref. [13].

To facilitate the comparison of our data with model
prediction, we convert the peaks in S1 and S2 into a per
unit energy total photon yield (L

y

) and charge yield (C
y

),
using

L
y

= hS1i/PDE/E
rec

,

C
y

= hS2i/SEG/EEE/E
rec

, (2)

where hS1i and hS2i here refer to the location of corre-
sponding peaks in the distribution. In Fig. 3, our mea-
sured data is compared to the mean values in NEST-
0.98 [21] under the same drift field. Reasonable agree-
ment is found at all four energy peaks in 252Cf data (40,
80, 164, 236 keV). The uncertainties shown in the fig-
ure, aside from the statistical uncertainties in the peak
determinations, arise from the systematic uncertainties
of the PDE and EEE determination through the anti-
correlation fits.
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FIG. 3: The Ly (blue) and Cy (red) (in units of quanta per
keVee) extracted based on PDE and EEE obtained at dif-
ferent energies overlaid with corresponding curves predicted
by NEST-0.98. The reconstructed energy spectra for the de-
excitation peaks and meta-stable xenon isotopes are also over-
laid with y axis scaled for visual clarity with fitted energy
resolutions indicated in the figure.

In the 252Cf NR calibration runs, the single events at
very low energy with S1< 30 PE are expected to have

2 We did not perform anti-correlation fits for the 131mXe 236 keV
gamma lines since it was di�cult to separate the peak cleanly
from the background.

The behaviour of low energy signals

recombination 
fluctuations 

move the signal 
along lines of 

constant energy

Data from PandaX-I arXiv:1505.00771
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13.7 eV
=

S1

g1
+

S2

g2
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The behaviour of low energy signals

Consistent with Gaussian  (Poisson at few S1-counts)

Over full range, leakage reduced from  4 ×10-3 (2013)  to  2±1 ×10-3 (2015).

In a window at low energies, 
      - well below 10-3 
      - nearly 10x better than 2013
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Different charge yields
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Backup: SN neutrinos
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Coherent scattering

Christopher McCabe  -  King’s College London

ORNL is managed by UT-Battelle 

for the US Department of Energy

The COHERENT 
Experiment:
Overview and Update of 
Results

• Jason Newby for the 

COHERENT Collaboration

• 2016 Fall Meeting of the APS Division of 

Nuclear Physics, Vancouver, B.C.

8R. Tayloe, APS-DNP  2016

COHERENT detectors

10/16/2016

Nuclear
Target

Technology Mass
(kg)

source 
distance (m)

Recoil thresh 
(keVnr)

Data-taking start date; 
CEnNS detection goal

CsI[Na] Scint. Crystal 14 20 6.5 9/2015; 3s in 2 yr
Ge HPGe PPC 10 22 5 Fall 2016

NaI[Tl] Scintillating 
crystal

185*
/2000

28 13 *high-thresh. runs 
starting July 2016

LAr Single-phase 
scintillation

35 29 20 Fall 2016

LAr NaI Ge CsI

SNS n corridor

Different detectors will test N2 dependence of the scattering rate



1D vs 2D vs 3D simulations
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FIG. 1: Luminosity of the ⌫
e

, ⌫̄
e

and ⌫
x

species for our 27M�
simulation as measured by a distant observer with angular
coordinates close to the plane of the spiral mode in the first
SASI period.

namics of the 11.2 and 20 M� SN progenitors have been
provided in our LESA paper [55].

The 20 and 27M� models both show periods of strong
SASI activity. In the former case, which was simulated
until 550ms post bounce (p.b.), a second SASI episode
occurs after a period clearly dominated by convective
overturn. On the other hand, the 11.2M� model does
not exhibit any clear evidence of SASI motions but devel-
ops the typical signatures of postshock convective over-
turn in the neutrino-heating layer.

We will usually show neutrino flux characteristics as
they would be seen by a distant observer located at cho-
sen angular coordinates in the coordinate system of the
SN simulation. For any angular position, the neutrino
luminosity reaching the observer is given by the super-
position of the projected fluxes emitted under di↵erent
angles, as described in Appendix A. Therefore, the ob-
servable neutrino fluxes are weighted hemispheric aver-
ages performed such as to include flux projection e↵ects
in the observer direction. The hemispheric averages, as
expected, show smaller time variations than specific an-
gular rays.

As a benchmark example, we show in Fig. 1 the lumi-
nosity for ⌫

e

, ⌫̄
e

and ⌫
x

= ⌫
µ

, ⌫
⌧

, ⌫̄
µ

or ⌫̄
⌧

as a function of
time, as seen by a distant observer with angular coordi-
nates close to the plane of the SASI spiral mode. Large-
amplitude, near-sinusoidal modulations of the neutrino
signal occur in the interval 120–260 ms as imprinted by
SASI. For 260–410 ms a convective phase occurs, followed
by another SASI episode on a di↵erent plane with respect
to the previous one. SASI modulations have a similar am-
plitude for ⌫

e

and ⌫̄
e

, while they are somewhat smaller
for ⌫

x

.

Figure 2 shows the properties of our 27M� simula-
tion, averaged over all directions, to mimic an equivalent
spherically symmetric case. Of course, this average does
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FIG. 2: Neutrino flux properties of our 27M� case after in-
tegrating over all directions. For ⌫

e

, ⌫̄
e

and ⌫̄
x

we show the
luminosity, average energy and shape parameter ↵ from 3D
(in black, blue and red respectively) and 2D (in grey) sim-
ulations for comparison. The single-OM IceCube rate r in
the bottom panel is without dead time for a SN distance of
10 kpc. Blue line: based on ⌫̄

e

flux without flavor oscillations.
Red line: based on ⌫̄

x

, i.e., assuming full flavor swap ⌫̄
e

$ ⌫̄
e

.

not depend on observer-related projection e↵ects. For
the species ⌫

e

, ⌫̄
e

and ⌫
x

, we show the luminosity, average
energy, and shape parameter ↵ of the assumed spectral
Gamma distribution (Appendix B). The fast time varia-
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occurs after a period clearly dominated by convective
overturn. On the other hand, the 11.2M� model does
not exhibit any clear evidence of SASI motions but devel-
ops the typical signatures of postshock convective over-
turn in the neutrino-heating layer.

We will usually show neutrino flux characteristics as
they would be seen by a distant observer located at cho-
sen angular coordinates in the coordinate system of the
SN simulation. For any angular position, the neutrino
luminosity reaching the observer is given by the super-
position of the projected fluxes emitted under di↵erent
angles, as described in Appendix A. Therefore, the ob-
servable neutrino fluxes are weighted hemispheric aver-
ages performed such as to include flux projection e↵ects
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S1 and S2 signal simulation
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S1 and S2 signal simulation
3

in the absence of signal charge loss to impurities during
drifting, have a mean of S2 detected S2 photons. Cal-
ibration relative to these reference points accounts for
position dependence in the e�ciency to extract an elec-
tron into the gas, electroluminescence yield, and photon-
detection e�ciency, and for time-dependent xenon pu-
rity. In [6], ionization was estimated using only the bot-
tom PMT array, over which S2 light is quite uniform.
However, a subsequent large-sample calibration with a
dissolved tritiated methane source [16] has demonstrated
that using all PMTs reduces by 20% the rate of leakage
ER events below the Gaussian mean log(S2/S1) of NR
calibration at a given S1. We find that, after flat fielding,
the reduced variance from measuring more photons out-
weighs residual nonuniformity in the top array response.
The sum of top and bottom arrays is thus adopted for
S2.

The detector-specific gain factors g
1

and g

2

are defined
via the expectation values hS1i = g

1

n� and hS2i = g

2

ne,
given n� initial photons and ne initial electrons leav-
ing the interaction site. Their values in LUX were ob-
tained by the technique of [17] using a set of monoen-
ergetic electron-recoil sources as in [18]. The sum of
the photon yield and the electron yield is observed to
be constant with energy, equal to the reciprocal of the
W value as defined in [19]; however, the individual yields
do vary, because charge recombination probability de-
pends upon energy, E. In a plot of S2/E versus S1/E,
the sources trace a line and a fit to this line measures
the gain factors: g

1

= (0.117± 0.003) phd per photon
and g

2

= (12.1± 0.8) phd per electron, with anticorre-
lation ⇢ = �0.6. Calibrating S1 and g

1

in units of de-
tected VUV photons results in a numerical shift relative
to the previous, smaller units of photoelectrons (phe)
but is preferred because g

1

thus defined is the proba-
bility for an initial photon to cause a detectable PMT
response. Using yields at many discrete energies is also
more robust than the single spectral fit used to esti-
mate values of g

1

= (0.14± 0.01) phe per photon and
g

2

= (16.0± 0.3) phe per electron in [6].

The fiducial range in drift time, mitigating radiogenic
backgrounds from detector materials, is unchanged from
[6] at 38–305 µs (48.6–8.5 cm above the faces of the bot-
tom PMTs in z). A data-driven model of events originat-
ing on detector sidewalls allows a larger fiducial radius
of 20 cm. The fiducial mass was measured as a frac-
tion of the known active xenon mass by counting tritium
events: the result of (145.4±1.3) kg is consistent with the
147 kg expected from geometry. S1 pulses are required to
have two-PMT coincidence and S1 in the range 1–50 phd.
Normalizing to the detector center means that S1 can be
below 2.0 phd even with two photons detected. A lower
analysis threshold of 165 phd raw S2 size (6.7 times the
mean SE response) is applied to mitigate the random
coincidence background from smaller, isolated S2s.

The LUX NR response in S2 and S1 has been measured
in situ using monoenergetic neutrons from an Adelphi
DD108 deuterium-deuterium (D-D) fusion source. The
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FIG. 1. Top, middle: yields of electrons and photons, re-
spectively, for nuclear recoils in LUX, measured in situ with
D-D neutrons. Error bars are statistical. Bottom: e�ciencies
for NR event detection, averaged over the fiducial volume and
estimated using LUXSim with parameters tuned to D-D cal-
ibration. In descending order of e�ciency—red: detection
of an S2 (�2 electrons emitted); green: detection of an S1
(�2 PMTs detecting photons); blue: detection of both an
S1 and an S2; black: detection passing thresholds in S1 and
raw S2 size. The 97.5% ± 1.7% event-classification e�ciency
is applied as an additional, energy-independent scaling. The
vertical line at 1.1 keV marks the low-energy cuto↵ applied in
the signal model. All panels: solid lines show the best fit of
the Lindhard parametrization; shaded regions span its 1- and
2-� uncertainty used for the final result. Dashed lines show
the best fit of the alternate, Bezrukov NR parametrization.

yields are presented in Fig. 1. The dominant systemat-
ics in these charge and light calibrations correspond to a
uniform 9% and 3%, respectively [15, 20, 21]. The NR
response in S2 was measured with an absolute determi-
nation of the deposited energy from scattering angles in
multiple-vertex events. This calibration of the NR signal
yields directly improves sensitivity to low-mass WIMPs
over [6].

To compute WIMP signal probability density functions

3

in the absence of signal charge loss to impurities during
drifting, have a mean of S2 detected S2 photons. Cal-
ibration relative to these reference points accounts for
position dependence in the e�ciency to extract an elec-
tron into the gas, electroluminescence yield, and photon-
detection e�ciency, and for time-dependent xenon pu-
rity. In [6], ionization was estimated using only the bot-
tom PMT array, over which S2 light is quite uniform.
However, a subsequent large-sample calibration with a
dissolved tritiated methane source [16] has demonstrated
that using all PMTs reduces by 20% the rate of leakage
ER events below the Gaussian mean log(S2/S1) of NR
calibration at a given S1. We find that, after flat fielding,
the reduced variance from measuring more photons out-
weighs residual nonuniformity in the top array response.
The sum of top and bottom arrays is thus adopted for
S2.

The detector-specific gain factors g
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and g
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are defined
via the expectation values hS1i = g
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n� and hS2i = g
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ne,
given n� initial photons and ne initial electrons leav-
ing the interaction site. Their values in LUX were ob-
tained by the technique of [17] using a set of monoen-
ergetic electron-recoil sources as in [18]. The sum of
the photon yield and the electron yield is observed to
be constant with energy, equal to the reciprocal of the
W value as defined in [19]; however, the individual yields
do vary, because charge recombination probability de-
pends upon energy, E. In a plot of S2/E versus S1/E,
the sources trace a line and a fit to this line measures
the gain factors: g

1

= (0.117± 0.003) phd per photon
and g

2

= (12.1± 0.8) phd per electron, with anticorre-
lation ⇢ = �0.6. Calibrating S1 and g

1

in units of de-
tected VUV photons results in a numerical shift relative
to the previous, smaller units of photoelectrons (phe)
but is preferred because g

1

thus defined is the proba-
bility for an initial photon to cause a detectable PMT
response. Using yields at many discrete energies is also
more robust than the single spectral fit used to esti-
mate values of g

1

= (0.14± 0.01) phe per photon and
g

2

= (16.0± 0.3) phe per electron in [6].

The fiducial range in drift time, mitigating radiogenic
backgrounds from detector materials, is unchanged from
[6] at 38–305 µs (48.6–8.5 cm above the faces of the bot-
tom PMTs in z). A data-driven model of events originat-
ing on detector sidewalls allows a larger fiducial radius
of 20 cm. The fiducial mass was measured as a frac-
tion of the known active xenon mass by counting tritium
events: the result of (145.4±1.3) kg is consistent with the
147 kg expected from geometry. S1 pulses are required to
have two-PMT coincidence and S1 in the range 1–50 phd.
Normalizing to the detector center means that S1 can be
below 2.0 phd even with two photons detected. A lower
analysis threshold of 165 phd raw S2 size (6.7 times the
mean SE response) is applied to mitigate the random
coincidence background from smaller, isolated S2s.

The LUX NR response in S2 and S1 has been measured
in situ using monoenergetic neutrons from an Adelphi
DD108 deuterium-deuterium (D-D) fusion source. The
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FIG. 1. Top, middle: yields of electrons and photons, re-
spectively, for nuclear recoils in LUX, measured in situ with
D-D neutrons. Error bars are statistical. Bottom: e�ciencies
for NR event detection, averaged over the fiducial volume and
estimated using LUXSim with parameters tuned to D-D cal-
ibration. In descending order of e�ciency—red: detection
of an S2 (�2 electrons emitted); green: detection of an S1
(�2 PMTs detecting photons); blue: detection of both an
S1 and an S2; black: detection passing thresholds in S1 and
raw S2 size. The 97.5% ± 1.7% event-classification e�ciency
is applied as an additional, energy-independent scaling. The
vertical line at 1.1 keV marks the low-energy cuto↵ applied in
the signal model. All panels: solid lines show the best fit of
the Lindhard parametrization; shaded regions span its 1- and
2-� uncertainty used for the final result. Dashed lines show
the best fit of the alternate, Bezrukov NR parametrization.

yields are presented in Fig. 1. The dominant systemat-
ics in these charge and light calibrations correspond to a
uniform 9% and 3%, respectively [15, 20, 21]. The NR
response in S2 was measured with an absolute determi-
nation of the deposited energy from scattering angles in
multiple-vertex events. This calibration of the NR signal
yields directly improves sensitivity to low-mass WIMPs
over [6].

To compute WIMP signal probability density functions
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3

in the absence of signal charge loss to impurities during
drifting, have a mean of S2 detected S2 photons. Cal-
ibration relative to these reference points accounts for
position dependence in the e�ciency to extract an elec-
tron into the gas, electroluminescence yield, and photon-
detection e�ciency, and for time-dependent xenon pu-
rity. In [6], ionization was estimated using only the bot-
tom PMT array, over which S2 light is quite uniform.
However, a subsequent large-sample calibration with a
dissolved tritiated methane source [16] has demonstrated
that using all PMTs reduces by 20% the rate of leakage
ER events below the Gaussian mean log(S2/S1) of NR
calibration at a given S1. We find that, after flat fielding,
the reduced variance from measuring more photons out-
weighs residual nonuniformity in the top array response.
The sum of top and bottom arrays is thus adopted for
S2.

The detector-specific gain factors g
1

and g

2

are defined
via the expectation values hS1i = g

1

n� and hS2i = g

2

ne,
given n� initial photons and ne initial electrons leav-
ing the interaction site. Their values in LUX were ob-
tained by the technique of [17] using a set of monoen-
ergetic electron-recoil sources as in [18]. The sum of
the photon yield and the electron yield is observed to
be constant with energy, equal to the reciprocal of the
W value as defined in [19]; however, the individual yields
do vary, because charge recombination probability de-
pends upon energy, E. In a plot of S2/E versus S1/E,
the sources trace a line and a fit to this line measures
the gain factors: g

1

= (0.117± 0.003) phd per photon
and g

2

= (12.1± 0.8) phd per electron, with anticorre-
lation ⇢ = �0.6. Calibrating S1 and g

1

in units of de-
tected VUV photons results in a numerical shift relative
to the previous, smaller units of photoelectrons (phe)
but is preferred because g

1

thus defined is the proba-
bility for an initial photon to cause a detectable PMT
response. Using yields at many discrete energies is also
more robust than the single spectral fit used to esti-
mate values of g

1

= (0.14± 0.01) phe per photon and
g

2

= (16.0± 0.3) phe per electron in [6].

The fiducial range in drift time, mitigating radiogenic
backgrounds from detector materials, is unchanged from
[6] at 38–305 µs (48.6–8.5 cm above the faces of the bot-
tom PMTs in z). A data-driven model of events originat-
ing on detector sidewalls allows a larger fiducial radius
of 20 cm. The fiducial mass was measured as a frac-
tion of the known active xenon mass by counting tritium
events: the result of (145.4±1.3) kg is consistent with the
147 kg expected from geometry. S1 pulses are required to
have two-PMT coincidence and S1 in the range 1–50 phd.
Normalizing to the detector center means that S1 can be
below 2.0 phd even with two photons detected. A lower
analysis threshold of 165 phd raw S2 size (6.7 times the
mean SE response) is applied to mitigate the random
coincidence background from smaller, isolated S2s.

The LUX NR response in S2 and S1 has been measured
in situ using monoenergetic neutrons from an Adelphi
DD108 deuterium-deuterium (D-D) fusion source. The
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FIG. 1. Top, middle: yields of electrons and photons, re-
spectively, for nuclear recoils in LUX, measured in situ with
D-D neutrons. Error bars are statistical. Bottom: e�ciencies
for NR event detection, averaged over the fiducial volume and
estimated using LUXSim with parameters tuned to D-D cal-
ibration. In descending order of e�ciency—red: detection
of an S2 (�2 electrons emitted); green: detection of an S1
(�2 PMTs detecting photons); blue: detection of both an
S1 and an S2; black: detection passing thresholds in S1 and
raw S2 size. The 97.5% ± 1.7% event-classification e�ciency
is applied as an additional, energy-independent scaling. The
vertical line at 1.1 keV marks the low-energy cuto↵ applied in
the signal model. All panels: solid lines show the best fit of
the Lindhard parametrization; shaded regions span its 1- and
2-� uncertainty used for the final result. Dashed lines show
the best fit of the alternate, Bezrukov NR parametrization.

yields are presented in Fig. 1. The dominant systemat-
ics in these charge and light calibrations correspond to a
uniform 9% and 3%, respectively [15, 20, 21]. The NR
response in S2 was measured with an absolute determi-
nation of the deposited energy from scattering angles in
multiple-vertex events. This calibration of the NR signal
yields directly improves sensitivity to low-mass WIMPs
over [6].

To compute WIMP signal probability density functions
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in the absence of signal charge loss to impurities during
drifting, have a mean of S2 detected S2 photons. Cal-
ibration relative to these reference points accounts for
position dependence in the e�ciency to extract an elec-
tron into the gas, electroluminescence yield, and photon-
detection e�ciency, and for time-dependent xenon pu-
rity. In [6], ionization was estimated using only the bot-
tom PMT array, over which S2 light is quite uniform.
However, a subsequent large-sample calibration with a
dissolved tritiated methane source [16] has demonstrated
that using all PMTs reduces by 20% the rate of leakage
ER events below the Gaussian mean log(S2/S1) of NR
calibration at a given S1. We find that, after flat fielding,
the reduced variance from measuring more photons out-
weighs residual nonuniformity in the top array response.
The sum of top and bottom arrays is thus adopted for
S2.

The detector-specific gain factors g
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and g
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are defined
via the expectation values hS1i = g
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n� and hS2i = g
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ne,
given n� initial photons and ne initial electrons leav-
ing the interaction site. Their values in LUX were ob-
tained by the technique of [17] using a set of monoen-
ergetic electron-recoil sources as in [18]. The sum of
the photon yield and the electron yield is observed to
be constant with energy, equal to the reciprocal of the
W value as defined in [19]; however, the individual yields
do vary, because charge recombination probability de-
pends upon energy, E. In a plot of S2/E versus S1/E,
the sources trace a line and a fit to this line measures
the gain factors: g

1

= (0.117± 0.003) phd per photon
and g

2

= (12.1± 0.8) phd per electron, with anticorre-
lation ⇢ = �0.6. Calibrating S1 and g
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in units of de-
tected VUV photons results in a numerical shift relative
to the previous, smaller units of photoelectrons (phe)
but is preferred because g

1

thus defined is the proba-
bility for an initial photon to cause a detectable PMT
response. Using yields at many discrete energies is also
more robust than the single spectral fit used to esti-
mate values of g

1

= (0.14± 0.01) phe per photon and
g

2

= (16.0± 0.3) phe per electron in [6].

The fiducial range in drift time, mitigating radiogenic
backgrounds from detector materials, is unchanged from
[6] at 38–305 µs (48.6–8.5 cm above the faces of the bot-
tom PMTs in z). A data-driven model of events originat-
ing on detector sidewalls allows a larger fiducial radius
of 20 cm. The fiducial mass was measured as a frac-
tion of the known active xenon mass by counting tritium
events: the result of (145.4±1.3) kg is consistent with the
147 kg expected from geometry. S1 pulses are required to
have two-PMT coincidence and S1 in the range 1–50 phd.
Normalizing to the detector center means that S1 can be
below 2.0 phd even with two photons detected. A lower
analysis threshold of 165 phd raw S2 size (6.7 times the
mean SE response) is applied to mitigate the random
coincidence background from smaller, isolated S2s.

The LUX NR response in S2 and S1 has been measured
in situ using monoenergetic neutrons from an Adelphi
DD108 deuterium-deuterium (D-D) fusion source. The
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FIG. 1. Top, middle: yields of electrons and photons, re-
spectively, for nuclear recoils in LUX, measured in situ with
D-D neutrons. Error bars are statistical. Bottom: e�ciencies
for NR event detection, averaged over the fiducial volume and
estimated using LUXSim with parameters tuned to D-D cal-
ibration. In descending order of e�ciency—red: detection
of an S2 (�2 electrons emitted); green: detection of an S1
(�2 PMTs detecting photons); blue: detection of both an
S1 and an S2; black: detection passing thresholds in S1 and
raw S2 size. The 97.5% ± 1.7% event-classification e�ciency
is applied as an additional, energy-independent scaling. The
vertical line at 1.1 keV marks the low-energy cuto↵ applied in
the signal model. All panels: solid lines show the best fit of
the Lindhard parametrization; shaded regions span its 1- and
2-� uncertainty used for the final result. Dashed lines show
the best fit of the alternate, Bezrukov NR parametrization.

yields are presented in Fig. 1. The dominant systemat-
ics in these charge and light calibrations correspond to a
uniform 9% and 3%, respectively [15, 20, 21]. The NR
response in S2 was measured with an absolute determi-
nation of the deposited energy from scattering angles in
multiple-vertex events. This calibration of the NR signal
yields directly improves sensitivity to low-mass WIMPs
over [6].

To compute WIMP signal probability density functions
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Perform an S2-only analysis:



S2-only analysis

• Advantage: higher event rate

• ‘Disadvantage’: no background discrimination…                         
…but not an issue for neutrino signal (is an issue for DM search):
- Signal is short (<10 seconds)
- Background rate is small compared to signal rate

Background estimates:
XENON10: 2.3×10-2 events/tonne/s 
XENON100: 1.4×10-2 events/tonne/s

signal: 1.0 - 2.5 events/tonne/s (40-100 x background)

arXiv:1104.3088

arXiv:1605.06262

Christopher McCabe  -  King’s College London

https://arxiv.org/abs/1104.3088
https://arxiv.org/abs/1605.06262


S1 and S2 signal simulation
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3

in the absence of signal charge loss to impurities during
drifting, have a mean of S2 detected S2 photons. Cal-
ibration relative to these reference points accounts for
position dependence in the e�ciency to extract an elec-
tron into the gas, electroluminescence yield, and photon-
detection e�ciency, and for time-dependent xenon pu-
rity. In [6], ionization was estimated using only the bot-
tom PMT array, over which S2 light is quite uniform.
However, a subsequent large-sample calibration with a
dissolved tritiated methane source [16] has demonstrated
that using all PMTs reduces by 20% the rate of leakage
ER events below the Gaussian mean log(S2/S1) of NR
calibration at a given S1. We find that, after flat fielding,
the reduced variance from measuring more photons out-
weighs residual nonuniformity in the top array response.
The sum of top and bottom arrays is thus adopted for
S2.

The detector-specific gain factors g
1

and g

2

are defined
via the expectation values hS1i = g

1

n� and hS2i = g

2

ne,
given n� initial photons and ne initial electrons leav-
ing the interaction site. Their values in LUX were ob-
tained by the technique of [17] using a set of monoen-
ergetic electron-recoil sources as in [18]. The sum of
the photon yield and the electron yield is observed to
be constant with energy, equal to the reciprocal of the
W value as defined in [19]; however, the individual yields
do vary, because charge recombination probability de-
pends upon energy, E. In a plot of S2/E versus S1/E,
the sources trace a line and a fit to this line measures
the gain factors: g

1

= (0.117± 0.003) phd per photon
and g

2

= (12.1± 0.8) phd per electron, with anticorre-
lation ⇢ = �0.6. Calibrating S1 and g

1

in units of de-
tected VUV photons results in a numerical shift relative
to the previous, smaller units of photoelectrons (phe)
but is preferred because g

1

thus defined is the proba-
bility for an initial photon to cause a detectable PMT
response. Using yields at many discrete energies is also
more robust than the single spectral fit used to esti-
mate values of g

1

= (0.14± 0.01) phe per photon and
g

2

= (16.0± 0.3) phe per electron in [6].

The fiducial range in drift time, mitigating radiogenic
backgrounds from detector materials, is unchanged from
[6] at 38–305 µs (48.6–8.5 cm above the faces of the bot-
tom PMTs in z). A data-driven model of events originat-
ing on detector sidewalls allows a larger fiducial radius
of 20 cm. The fiducial mass was measured as a frac-
tion of the known active xenon mass by counting tritium
events: the result of (145.4±1.3) kg is consistent with the
147 kg expected from geometry. S1 pulses are required to
have two-PMT coincidence and S1 in the range 1–50 phd.
Normalizing to the detector center means that S1 can be
below 2.0 phd even with two photons detected. A lower
analysis threshold of 165 phd raw S2 size (6.7 times the
mean SE response) is applied to mitigate the random
coincidence background from smaller, isolated S2s.

The LUX NR response in S2 and S1 has been measured
in situ using monoenergetic neutrons from an Adelphi
DD108 deuterium-deuterium (D-D) fusion source. The
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FIG. 1. Top, middle: yields of electrons and photons, re-
spectively, for nuclear recoils in LUX, measured in situ with
D-D neutrons. Error bars are statistical. Bottom: e�ciencies
for NR event detection, averaged over the fiducial volume and
estimated using LUXSim with parameters tuned to D-D cal-
ibration. In descending order of e�ciency—red: detection
of an S2 (�2 electrons emitted); green: detection of an S1
(�2 PMTs detecting photons); blue: detection of both an
S1 and an S2; black: detection passing thresholds in S1 and
raw S2 size. The 97.5% ± 1.7% event-classification e�ciency
is applied as an additional, energy-independent scaling. The
vertical line at 1.1 keV marks the low-energy cuto↵ applied in
the signal model. All panels: solid lines show the best fit of
the Lindhard parametrization; shaded regions span its 1- and
2-� uncertainty used for the final result. Dashed lines show
the best fit of the alternate, Bezrukov NR parametrization.

yields are presented in Fig. 1. The dominant systemat-
ics in these charge and light calibrations correspond to a
uniform 9% and 3%, respectively [15, 20, 21]. The NR
response in S2 was measured with an absolute determi-
nation of the deposited energy from scattering angles in
multiple-vertex events. This calibration of the NR signal
yields directly improves sensitivity to low-mass WIMPs
over [6].
To compute WIMP signal probability density functions
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in the absence of signal charge loss to impurities during
drifting, have a mean of S2 detected S2 photons. Cal-
ibration relative to these reference points accounts for
position dependence in the e�ciency to extract an elec-
tron into the gas, electroluminescence yield, and photon-
detection e�ciency, and for time-dependent xenon pu-
rity. In [6], ionization was estimated using only the bot-
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tained by the technique of [17] using a set of monoen-
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be constant with energy, equal to the reciprocal of the
W value as defined in [19]; however, the individual yields
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the gain factors: g
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and g
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= (12.1± 0.8) phd per electron, with anticorre-
lation ⇢ = �0.6. Calibrating S1 and g
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in units of de-
tected VUV photons results in a numerical shift relative
to the previous, smaller units of photoelectrons (phe)
but is preferred because g
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thus defined is the proba-
bility for an initial photon to cause a detectable PMT
response. Using yields at many discrete energies is also
more robust than the single spectral fit used to esti-
mate values of g

1

= (0.14± 0.01) phe per photon and
g

2

= (16.0± 0.3) phe per electron in [6].

The fiducial range in drift time, mitigating radiogenic
backgrounds from detector materials, is unchanged from
[6] at 38–305 µs (48.6–8.5 cm above the faces of the bot-
tom PMTs in z). A data-driven model of events originat-
ing on detector sidewalls allows a larger fiducial radius
of 20 cm. The fiducial mass was measured as a frac-
tion of the known active xenon mass by counting tritium
events: the result of (145.4±1.3) kg is consistent with the
147 kg expected from geometry. S1 pulses are required to
have two-PMT coincidence and S1 in the range 1–50 phd.
Normalizing to the detector center means that S1 can be
below 2.0 phd even with two photons detected. A lower
analysis threshold of 165 phd raw S2 size (6.7 times the
mean SE response) is applied to mitigate the random
coincidence background from smaller, isolated S2s.

The LUX NR response in S2 and S1 has been measured
in situ using monoenergetic neutrons from an Adelphi
DD108 deuterium-deuterium (D-D) fusion source. The
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FIG. 1. Top, middle: yields of electrons and photons, re-
spectively, for nuclear recoils in LUX, measured in situ with
D-D neutrons. Error bars are statistical. Bottom: e�ciencies
for NR event detection, averaged over the fiducial volume and
estimated using LUXSim with parameters tuned to D-D cal-
ibration. In descending order of e�ciency—red: detection
of an S2 (�2 electrons emitted); green: detection of an S1
(�2 PMTs detecting photons); blue: detection of both an
S1 and an S2; black: detection passing thresholds in S1 and
raw S2 size. The 97.5% ± 1.7% event-classification e�ciency
is applied as an additional, energy-independent scaling. The
vertical line at 1.1 keV marks the low-energy cuto↵ applied in
the signal model. All panels: solid lines show the best fit of
the Lindhard parametrization; shaded regions span its 1- and
2-� uncertainty used for the final result. Dashed lines show
the best fit of the alternate, Bezrukov NR parametrization.

yields are presented in Fig. 1. The dominant systemat-
ics in these charge and light calibrations correspond to a
uniform 9% and 3%, respectively [15, 20, 21]. The NR
response in S2 was measured with an absolute determi-
nation of the deposited energy from scattering angles in
multiple-vertex events. This calibration of the NR signal
yields directly improves sensitivity to low-mass WIMPs
over [6].

To compute WIMP signal probability density functions
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• Use the LUX light and 
charge yields:

• Detectors calibrated to 
low energy (0.7 keV)
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in the absence of signal charge loss to impurities during
drifting, have a mean of S2 detected S2 photons. Cal-
ibration relative to these reference points accounts for
position dependence in the e�ciency to extract an elec-
tron into the gas, electroluminescence yield, and photon-
detection e�ciency, and for time-dependent xenon pu-
rity. In [6], ionization was estimated using only the bot-
tom PMT array, over which S2 light is quite uniform.
However, a subsequent large-sample calibration with a
dissolved tritiated methane source [16] has demonstrated
that using all PMTs reduces by 20% the rate of leakage
ER events below the Gaussian mean log(S2/S1) of NR
calibration at a given S1. We find that, after flat fielding,
the reduced variance from measuring more photons out-
weighs residual nonuniformity in the top array response.
The sum of top and bottom arrays is thus adopted for
S2.

The detector-specific gain factors g
1

and g

2

are defined
via the expectation values hS1i = g

1

n� and hS2i = g

2

ne,
given n� initial photons and ne initial electrons leav-
ing the interaction site. Their values in LUX were ob-
tained by the technique of [17] using a set of monoen-
ergetic electron-recoil sources as in [18]. The sum of
the photon yield and the electron yield is observed to
be constant with energy, equal to the reciprocal of the
W value as defined in [19]; however, the individual yields
do vary, because charge recombination probability de-
pends upon energy, E. In a plot of S2/E versus S1/E,
the sources trace a line and a fit to this line measures
the gain factors: g

1

= (0.117± 0.003) phd per photon
and g

2

= (12.1± 0.8) phd per electron, with anticorre-
lation ⇢ = �0.6. Calibrating S1 and g

1

in units of de-
tected VUV photons results in a numerical shift relative
to the previous, smaller units of photoelectrons (phe)
but is preferred because g

1

thus defined is the proba-
bility for an initial photon to cause a detectable PMT
response. Using yields at many discrete energies is also
more robust than the single spectral fit used to esti-
mate values of g

1

= (0.14± 0.01) phe per photon and
g

2

= (16.0± 0.3) phe per electron in [6].

The fiducial range in drift time, mitigating radiogenic
backgrounds from detector materials, is unchanged from
[6] at 38–305 µs (48.6–8.5 cm above the faces of the bot-
tom PMTs in z). A data-driven model of events originat-
ing on detector sidewalls allows a larger fiducial radius
of 20 cm. The fiducial mass was measured as a frac-
tion of the known active xenon mass by counting tritium
events: the result of (145.4±1.3) kg is consistent with the
147 kg expected from geometry. S1 pulses are required to
have two-PMT coincidence and S1 in the range 1–50 phd.
Normalizing to the detector center means that S1 can be
below 2.0 phd even with two photons detected. A lower
analysis threshold of 165 phd raw S2 size (6.7 times the
mean SE response) is applied to mitigate the random
coincidence background from smaller, isolated S2s.

The LUX NR response in S2 and S1 has been measured
in situ using monoenergetic neutrons from an Adelphi
DD108 deuterium-deuterium (D-D) fusion source. The
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FIG. 1. Top, middle: yields of electrons and photons, re-
spectively, for nuclear recoils in LUX, measured in situ with
D-D neutrons. Error bars are statistical. Bottom: e�ciencies
for NR event detection, averaged over the fiducial volume and
estimated using LUXSim with parameters tuned to D-D cal-
ibration. In descending order of e�ciency—red: detection
of an S2 (�2 electrons emitted); green: detection of an S1
(�2 PMTs detecting photons); blue: detection of both an
S1 and an S2; black: detection passing thresholds in S1 and
raw S2 size. The 97.5% ± 1.7% event-classification e�ciency
is applied as an additional, energy-independent scaling. The
vertical line at 1.1 keV marks the low-energy cuto↵ applied in
the signal model. All panels: solid lines show the best fit of
the Lindhard parametrization; shaded regions span its 1- and
2-� uncertainty used for the final result. Dashed lines show
the best fit of the alternate, Bezrukov NR parametrization.

yields are presented in Fig. 1. The dominant systemat-
ics in these charge and light calibrations correspond to a
uniform 9% and 3%, respectively [15, 20, 21]. The NR
response in S2 was measured with an absolute determi-
nation of the deposited energy from scattering angles in
multiple-vertex events. This calibration of the NR signal
yields directly improves sensitivity to low-mass WIMPs
over [6].

To compute WIMP signal probability density functions
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in the absence of signal charge loss to impurities during
drifting, have a mean of S2 detected S2 photons. Cal-
ibration relative to these reference points accounts for
position dependence in the e�ciency to extract an elec-
tron into the gas, electroluminescence yield, and photon-
detection e�ciency, and for time-dependent xenon pu-
rity. In [6], ionization was estimated using only the bot-
tom PMT array, over which S2 light is quite uniform.
However, a subsequent large-sample calibration with a
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the reduced variance from measuring more photons out-
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are defined
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ing the interaction site. Their values in LUX were ob-
tained by the technique of [17] using a set of monoen-
ergetic electron-recoil sources as in [18]. The sum of
the photon yield and the electron yield is observed to
be constant with energy, equal to the reciprocal of the
W value as defined in [19]; however, the individual yields
do vary, because charge recombination probability de-
pends upon energy, E. In a plot of S2/E versus S1/E,
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and g
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lation ⇢ = �0.6. Calibrating S1 and g
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thus defined is the proba-
bility for an initial photon to cause a detectable PMT
response. Using yields at many discrete energies is also
more robust than the single spectral fit used to esti-
mate values of g

1

= (0.14± 0.01) phe per photon and
g

2

= (16.0± 0.3) phe per electron in [6].

The fiducial range in drift time, mitigating radiogenic
backgrounds from detector materials, is unchanged from
[6] at 38–305 µs (48.6–8.5 cm above the faces of the bot-
tom PMTs in z). A data-driven model of events originat-
ing on detector sidewalls allows a larger fiducial radius
of 20 cm. The fiducial mass was measured as a frac-
tion of the known active xenon mass by counting tritium
events: the result of (145.4±1.3) kg is consistent with the
147 kg expected from geometry. S1 pulses are required to
have two-PMT coincidence and S1 in the range 1–50 phd.
Normalizing to the detector center means that S1 can be
below 2.0 phd even with two photons detected. A lower
analysis threshold of 165 phd raw S2 size (6.7 times the
mean SE response) is applied to mitigate the random
coincidence background from smaller, isolated S2s.

The LUX NR response in S2 and S1 has been measured
in situ using monoenergetic neutrons from an Adelphi
DD108 deuterium-deuterium (D-D) fusion source. The
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FIG. 1. Top, middle: yields of electrons and photons, re-
spectively, for nuclear recoils in LUX, measured in situ with
D-D neutrons. Error bars are statistical. Bottom: e�ciencies
for NR event detection, averaged over the fiducial volume and
estimated using LUXSim with parameters tuned to D-D cal-
ibration. In descending order of e�ciency—red: detection
of an S2 (�2 electrons emitted); green: detection of an S1
(�2 PMTs detecting photons); blue: detection of both an
S1 and an S2; black: detection passing thresholds in S1 and
raw S2 size. The 97.5% ± 1.7% event-classification e�ciency
is applied as an additional, energy-independent scaling. The
vertical line at 1.1 keV marks the low-energy cuto↵ applied in
the signal model. All panels: solid lines show the best fit of
the Lindhard parametrization; shaded regions span its 1- and
2-� uncertainty used for the final result. Dashed lines show
the best fit of the alternate, Bezrukov NR parametrization.

yields are presented in Fig. 1. The dominant systemat-
ics in these charge and light calibrations correspond to a
uniform 9% and 3%, respectively [15, 20, 21]. The NR
response in S2 was measured with an absolute determi-
nation of the deposited energy from scattering angles in
multiple-vertex events. This calibration of the NR signal
yields directly improves sensitivity to low-mass WIMPs
over [6].

To compute WIMP signal probability density functions
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More events from the S2 channel:

Requiring an S1 reduces 
event rate by factor ~3-4

Use an S2-only analysis
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TABLE I. Expected number of SN neutrino events per tonne
of xenon target above various S1 and S2 thresholds. The SN
burst occurs at 10 kpc from Earth and the neutrino flux has
been integrated over the first 7 s after the core bounce. The
light and charge yields, L

y

and Q
y

, respectively, have been set
to zero below recoil energies of 0.7keV. The number of events,
for the case in which the threshold includes 0 PE (‘� 0’) and
when it does not (‘> 0’), have been separated to show that
many of the events have an S1 or S2 signal that is exactly zero.
The symbol (?) indicates the most likely threshold values (see
discussion in sections IV and VI for details). An S2-only
search for CE⌫NS from SN neutrinos is optimal as it results
in a higher number of detected events.

27M
�

11M
�

LS220 EoS Shen EoS LS220 EoS Shen EoS

S1
th

[PE]

� 0 26.9 21.4 15.1 12.3

> 0 13.3 9.8 6.9 5.2

1 11.0 8.0 5.6 4.1

2 7.3 5.1 3.6 2.6

3 (?) 5.2 3.5 2.4 1.7

S2
th

[PE]

� 0 26.9 21.4 15.1 12.3

> 0 18.5 14.0 9.9 7.6

20 18.4 14.0 9.8 7.6

40 18.1 13.7 9.7 7.4

60 (?) 17.6 13.3 9.4 7.2

80 17.0 12.8 9.0 6.9

100 16.3 12.2 8.6 6.5

and are therefore not observable even in an ideal detec-532

tor. Generally, the number of S2 events is much higher533

than the number of S1 events, and the event rate drops534

more slowly as the S2 threshold is increased, compared535

to an increase in the S1 threshold. This trend reflects536

the fact that the S2 signal from low-energy depositions537

is easier to detect in a dual-phase xenon TPC due to the538

amplification that is inherent to the process of propor-539

tional scintillation. For example, the mean S1 signal of a540

1keV energy deposition is hS1i ' 0.5 PE, while the mean541

number of electrons and mean S2 signal are hN
el

i ' 7.4542

and hS2i ' 150 PE, respectively. Since dual-phase xenon543

detectors are sensitive to single electrons [88, 89], even544

very small energy depositions result in detectable S2 sig-545

nals.546

On the basis of these preliminary results, we show in547

the next section that an S2-only analysis is the optimal548

channel for detecting CE⌫NS from SN neutrinos. We will549

discuss realistic values of the S2 threshold and show that550

an S2-only search is not limited by background events.551

In section VI, we also show the signal uncertainty is not552

a limitation.553

IV. S2-ONLY ANALYSIS554

The canonical dark matter search in a dual-phase555

xenon experiment requires the presence of both an S1556

and an S2 signal. This stipulation reduces the back-557

ground rate by two primary means. Firstly, measuring558

both S1 and S2 enables discrimination between the dom-559

inant electronic recoil backgrounds and the expected nu-560

clear recoil signal, based on the ratio S2/S1 at a given561

value of S1. Secondly, the S1 and S2 signals allow for562

a 3D reconstruction of the interaction vertex, based on563

the time di↵erence between the S1 and S2 signal events564

and the PMT hit pattern. The latter means that events565

can be selected from the central region of the detector,566

where the background rate is lowest. In these canon-567

ical dark matter searches, which utilize data collected568

over O(100) days, the S1 threshold is typically 2 PE or569

3 PE, while the S2 threshold is typically ⇠ 150 PE (see570

e.g. [80, 90, 91]).571

For SN neutrinos though, the O(10) s burst of the sig-572

nal requires less stringent discrimination capabilities to573

reduce the background signal. Although the requirement574

of detecting both an S1 and an S2 signal has the e↵ect575

of reducing the background rate, it also significantly re-576

duces the signal rate, especially for processes such as577

SN neutrino scattering where the nuclear recoil energy578

is small [92–97]. For example, for S2
th

= 60 PE and579

any value of S1 (including no S1 signal), the number of580

SN neutrino events for the 27 M
�

SN progenitor with581

the LS220 EoS is 17.6 events/tonne. However, when ad-582

ditionally requiring an S1 signal with S1
th

= 2 PE, the583

number of events drops to only 7.2 events/tonne. Requir-584

ing both an S1 and an S2 signal therefore significantly585

reduces the rate of CE⌫NS compared to an S2-only anal-586

ysis.587

We now show that for a SN burst, the background rate588

is small enough that an S2-only analysis does not require589

the additional discrimination capabilities otherwise af-590

forded by the S1 signal. Although the low-energy S2591

background in dual-phase xenon experiments is not yet592

fully understood, the dominant contribution is believed593

to arise from photoionization of impurities in the liquid594

xenon and the metal surfaces in the TPC [89], caused595

by the relatively high energy of the 7 eV xenon scintilla-596

tion photons. Another background contribution may be597

from delayed extraction of electrons from the liquid to598

gas-phase [88]. Such processes create clusters of single-599

electron S2 signals and, occasionally, these single-electron600

signals overlap and appear as a single S2 signal from mul-601

tiple electrons. The resultant low-energy background S2602

signals are very similar to those expected in the case of a603

SN neutrino interaction. The background rate for these604

events has been characterized by XENON10 [93, 97] and605

XENON100 [98], which found background rates of ap-606

proximately 2.3 ⇥ 10�2 and 1.4 ⇥ 10�2 events/tonne/s,607

respectively. These rates are consistent with the general608

expectation that the S2-only background rate is inde-609

pendent of the detector size. Based on these measure-610

Events/tonne 
for supernova 
10 kpc from 
Earth for 
various S1 
and S2 
thresholds
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TABLE III: The expected number of neutrino events per
tonne for various S2 thresholds under di↵erent assumptions
for Q

y

. We compare the Lindhard and Bezrukov models and
assume that Q

y

= 0 for energies below Q
y,min

. The results
are for the 27M

�

LS220 EoS progenitor at 10 kpc and in-
tegrated over the first 7 s. Similar results hold for other
progenitor models. The signal uncertainty in each row is
(S2

max

� S2
min

)/(S2
max

+ S2
min

). The Lindhard model with
Q

y,min

= 0.7 keV gives the smallest number of events per
tonne and is the benchmark assumption that we have made
in this paper.

27M
�

LS220 EoS

Lindhard Q
y,min

Bezrukov Q
y,min

Signal

S2
th

[PE] 0.1 keV 0.7 keV 0.1 keV 0.7 keV uncertainty

20 22.9 18.4 23.8 18.5 13%

40 21.0 18.1 22.2 18.3 10%

60 (?) 19.4 17.6 20.6 17.9 8%

80 18.1 17.0 19.2 17.5 6%

100 16.9 16.3 17.9 16.9 5%

use either the Lindhard model or the alternative model
by Bezrukov et. al. [106]. As can be seen in the in-
set of Fig. 9, both the Lindhard and Bezrukov models
fit the data well. We then set Q

y

to zero below vari-
ous values Q

y,min

. The case of Q
y,min

= 0.7 keV can
be seen as the minimum predicted signal. At approxi-
mately 0.1keV or below, the Lindhard model is expected
to break down due to atomic e↵ects [107]. We thus also
test Q

y,min

= 0.1 keV and 0.4 keV, as an intermediate
example.
The main panel of Fig. 9 shows di↵erent realizations of

the dR/dS2 spectrum for the 27M
�

LS220 EoS progen-
itor at 10 kpc integrated over the first 7 s. The spectra
are obtained for the Lindhard and Bezrukov models of
Q

y

with three values of Q
y,min

. As expected, the lower
the assumed Q

y,min

value, the greater the number of sig-
nal electrons that can be detected from low-energy nu-
clear recoils. The di↵erences between the Lindhard and
Bezrukov models for Q

y

are much smaller than the dif-
ferences from varying Q

y,min

. For a given Q
y,min

, the
Lindhard model gives a signal that is shifted to lower
S2 values, which follows from the lower energy yield for
given recoil energy, as seen in the insert of Fig. 9.
Table III shows the total number of expected events

per tonne of xenon target in the various Q
y

scenarios
considered. The number of events corresponds to the
27M

�

LS220 EoS SN progenitor at 10 kpc and the
neutrino signal is integrated over 7 s. The final col-
umn in Table III gives an estimate of the signal uncer-
tainty for each S2 threshold, calculated in each row as
(S2

max

� S2
min

)/(S2
max

+ S2
min

). In all cases, the min-
imum number of events per tonne is found for the Lind-
hard model with Q

y,min

= 0.7 keV, which is the bench-
mark assumption that we have made in all calculations
reported in this paper. The highest number of events is
found for the Bezrukov model with Q

y,min

= 0.1 keV.

For the 27M
�

LS220 EoS progenitor and our bench-
mark value S2

th

= 60 PE, the uncertainty from the Q
y

parametrization is around 8%. The signal uncertainties
with this S2 threshold for the other SN progenitors are
similar, with an uncertainty of 9% (9%, 10%) for the
27M

�

Shen EoS (11M
�

LS220 EoS, 11M
�

Shen EoS)
progenitor.

The neutrino flux amplitude and mean energy recon-
struction analyses in section VD may be more adversely
a↵ected by the uncertainty in the charge yield Q

y

, since
they also take into account the shape of the recoil spec-
trum. The Q

y

modeling uncertainty could be straight-
forwardly incorporated into a ML analysis (as the L

y

, Q
y

and Milky Way halo uncertainties are routinely incorpo-
rated into dark matter studies). Here, we simply test a
higher S2 threshold, S2

th

= 120 PE, to reduce the Q
y

modeling uncertainty by repeating our analysis that led
to Fig. 7. In this case, we find similar results as in Fig. 7.
The number of events is reduced from 7.0 events/tonne
to 6.3 events/tonne, which leads to an increase in the 1�
regions of the mean energy and amplitude by only 13%
and 20% respectively. Thus, the quantitative conclusions
drawn from this analysis are only slightly a↵ected by the
present uncertainty in Q

y

. Clearly, it would be most de-
sirable to further reduce the Q

y

uncertainty by having
other low-energy measurements of this quantity.

B. Sources of increased background rates

The low background rates discussed in section IV are
applicable when the detector is in dark matter search
mode. However, in contrast to dedicated SN neutrino
detectors, direct detection dark matter detectors can in
some cases spend half of their time taking calibration
data [108]. Various calibration sources are utilized, from
external Compton or neutron calibrations to radioactive
isotopes that are dissolved directly in the liquid target.
The particular background rate in the S2-only channel
discussed previously can vary significantly during calibra-
tion and may depend on the particular calibration source
employed. However, even with an event rate during cali-
bration two orders of magnitude above the rates during a
dark matter search, the background is still smaller than
the expected signal rates from a Galactic SN.

Another potential source of increased background to
SN signals comes from photoionization on impurities in
the liquid xenon. During the commissioning of a detec-
tor, the purity may be low, and thus the background rate
may be increased. Furthermore, the diminished electron
survival probability from their drift would in e↵ect raise
the S2-based energy threshold, possibly rendering the de-
tector blind to SN events. Since such initial commission-
ing times are supposed to be short, we do not discuss
them further here.
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