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History of Cosmic Rays

▶ Search begins motivated by the spontaneous discharge of
an electroscope due to external radiation

▶ Is radiation coming from the Earth or outside?

▶ First conclusive experiments: balloon flights in 1912 by
Victor Hess

▶ Hess is awarded the Nobel Prize in 1936 for the discovery
of cosmic rays
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Extensive Air Showers

▶ When a cosmic ray interacts with an atom or molecule a shower of particles can be produced

▶ After the first interaction new particles are produced that carry energy and momentum and can interact
again or decay

▶ When the primary has a large energy the shower can extend over several km2: Extensive Air Shower

Simulated proton showers

1011 eV 1012 eV 1013 eV
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Particle Components of Air Showers
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Open Questions in Ultra-High Energy Cosmic Rays (UHECRs)
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LEAP - satellite

Proton - satellite

Yakustk - ground array

Haverah Park - ground array

Akeno - ground array

AGASA - ground array

Fly’s Eye - air fluorescence

HiRes1 mono - air fluorescence

HiRes2 mono - air fluorescence

HiRes Stereo - air fluorescence

Auger - hybrid

Cosmic Ray Spectra of Various Experiments

Conclusions

I Xmax measured in ⇠ 3 decades
of energy (preliminary!):
extend the lower energy range
down to 1017 eV

I hln Ai as a function of log(E/eV)
shows a non-constant
composition in this energy range:
the lightest at ⇠ 1018.4 eV,
heavier at lower and at higher
energies

Data Set Analysis method Systematic Uncertainties Results Conclusions Backups
A. Porcelli for Pierre Auger | Xmax above 1017 eV with the FD of the Pierre Auger Observatory (CR-EX 1176 – PoS 420) 31.07.2015 11/11 
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▶ What is the composition of
UHECRs?
We know they are atomic
nuclei

▶ How are those cosmic rays
accelerated to such
energies?

▶ What is their origin?
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Multi-Messenger Astronomy

▶ In your typical picture, cosmic rays are deflected
by magnetic fields

▶ True, but if the cosmic ray has low Z (protons) and
very high energy, it needs to travel a very long
distance to be significantly deflected

▶ Proton astronomy?
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The Pierre Auger Observatory

▶ Founding fathers: Alan Watson and Jim Cronin

▶ The Pierre Auger Observatory was completed in
2008 and has been running since then

▶ The Pierre Auger Collaboration has more than
500 people from 17 countries
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The Pierre Auger Observatory

▶ Hybrid detector
▶ Largest detector of cosmic rays built so far
▶ 1660 surface detectors located in a triangular array covering 3000 km2

▶ The array is overlooked by 24 fluorescence telescopes
▶ Located near Malargüe, in the province of Mendoza in Argentina
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The Fluorescence Detector (FD)

▶ The FD measures the nitrogen fluorescence caused by the interaction between charged particles in the
shower with atmospheric nitrogen

▶ Duty cycle: ∼ 15% (clear, moonless nights)

▶ Light is collected in mirrors then focused in the camera
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Shower Reconstruction with the FD

▶ X is the slant depth, measured in g/cm2

X(z) = ∫

∞
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Gaisser-Hillas
data

▶ The plane of the shower is obtained by knowing where the pixels are aiming, need one station at the
ground

▶ The longitudinal profile is fitted with
a Gaisser-Hillas function: fGH =
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▶ Integral → Calorimetric energy (resolution of 7 % on EFD)
▶ Position of the Maximum, Xmax is a very good proxy for mass composition
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The Surface Detector (SD)

▶ Measures the arrival time of secondary particles of the shower at the ground

▶ These particles emit Cherenkov radiation in water that can be detected by the photomultiplier tubes

▶ Duty cycle ∼ 100%
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The Surface Detector (SD)

▶ Measures the arrival time of secondary particles of the shower at the ground
▶ These particles emit Cherenkov radiation in water that can be detected by the photomultiplier tubes
▶ Duty cycle ∼ 100%
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Shower Reconstruction with the SD

Direction reconstruction

▶ The direction of the cosmic ray is
obtained by fitting a spheric plane to
the time of arrival of particles at the
stations

▶ Resolution better than 1.5◦

Energy reconstruction

▶ The energy is obtained from the lateral distribution of
particles
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Hybrid detector? Calibration of the energy

▶ Why is it called hybrid detector?
▶ Measurements of the energy by the FD are used to calibrate the measurement of the energy in the SD

without using simulations
▶ S(1000) is transformed to its value if the shower had arrived at 38◦, S38
▶ A calibration is performed
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▶ Resolution for the SD: 16 to 12 % depending on the energy
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Question: Why are the edges of the detector round?

▶ Better detector?

▶ Easier manufacturing?

Well . . .
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Xmax: First two momentsMass composition from hybrid data of Auger Alexey Yushkov

17.0 17.5 18.0 18.5 19.0 19.5 20.0
lg(E/eV)

600

650

700

750

800

850

X m
ax

  [
g/

cm
2 ]

 

proton

iron

±  syst.

[

[
[

[
[

[
[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

EPOS-LHC
Sibyll2.3c
QGSJetII-04

data ± stat

1018 1019 1020
E[eV]

17.0 17.5 18.0 18.5 19.0 19.5 20.0
lg(E/eV)

10

20

30

40

50

60

70

(X
m

ax
)  

[g
/c

m
2 ]

[

[

[

[

[

[

[

[ [

[

[

[ [

[

[

[

[

[

[

[

[

[

[

[ [

[ [

[

[

[

[

[ [

[ [

[

[

[

[

[

[

[

[

[

[

[

[

[

[

[

1018 1019 1020
E[eV]

Preliminary Preliminary

Figure 1: Measurements of 〈Xmax〉 (left) and σ(Xmax) (right) at the Pierre Auger Observatory compared to
the predictions for proton and iron nuclei of the hadronic models EPOS-LHC, Sibyll 2.3c and QGSJetII-04.
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Figure 2: Moments of lnA distributions from the conversion of the moments of Xmax distributions with
EPOS-LHC, QGSJetII-04, Sibyll 2.3c.

sitions are close to ∼ 60 gcm−2/decade independently of the interaction model used. Thus the
mean mass of the UHECRs as a function of energy decreases until E0 and increases afterwards.
The narrowing of the Xmax distributions for energies above E0 (right panel in Fig. 1) is as well in
agreement with the MC predictions for σ(Xmax) of heavier nuclei.

Using the method described in [10] the moments of the Xmax distributions can be converted to
the moments of lnA distributions. From Fig. 2 one can see that 〈lnA〉 reaches the minimum around
E0. Depending on the interaction model, the values at the minimum vary from ∼ 0 for QGSJetII-

86

▶ For a constant composition D10 =
dXmax

d lg(E∕eV) = 60 g/cm2/decade

▶ D10 = 77 ± 2 g/cm2/decade between 1017.2 and 1018.32 eV
▶ D10 = 26 ± 2 g/cm2/decade from 1018.32 eV onwards

A. Yushkov for the Pierre Auger Collaboration
Proc. 36th ICRC (2019)
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Xmax: First two moments→ ⟨lnA⟩

Mass composition from hybrid data of Auger Alexey Yushkov
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Figure 1: Measurements of 〈Xmax〉 (left) and σ(Xmax) (right) at the Pierre Auger Observatory compared to
the predictions for proton and iron nuclei of the hadronic models EPOS-LHC, Sibyll 2.3c and QGSJetII-04.
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Figure 2: Moments of lnA distributions from the conversion of the moments of Xmax distributions with
EPOS-LHC, QGSJetII-04, Sibyll 2.3c.

sitions are close to ∼ 60 gcm−2/decade independently of the interaction model used. Thus the
mean mass of the UHECRs as a function of energy decreases until E0 and increases afterwards.
The narrowing of the Xmax distributions for energies above E0 (right panel in Fig. 1) is as well in
agreement with the MC predictions for σ(Xmax) of heavier nuclei.

Using the method described in [10] the moments of the Xmax distributions can be converted to
the moments of lnA distributions. From Fig. 2 one can see that 〈lnA〉 reaches the minimum around
E0. Depending on the interaction model, the values at the minimum vary from ∼ 0 for QGSJetII-

86

▶ Values �2 < 0 are due to models predicting larger �(Xmax) than the observed
▶ Similar trend for all the models: ligther mass up to 1018.33 eV and then heavier mass
▶ Results depend on the hadronic interaction model

A. Yushkov for the Pierre Auger Collaboration
Proc. 36th ICRC (2019)
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Xmax: Composition Implications

▶ Composition that best matches the distribution of Xmax in data:
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▶ Fewer p-values were expected below the 0.1 line (bad fits)
▶ Models can not find a combination of fractions that can reproduce the details of the distributions of Xmax

J. Bellido for the Pierre Auger Collaboration
Proc. 35th ICRC (2017)
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Xmax: Composition Implications
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FIG. 5: Xmax distribution of the fits for energy bin E = 1017.8�17.9 eV. Results using Sibyll 2.1

are shown in the top row, QGSJET II-4 in the middle row, and EPOS-LHC in the bottom row.

The left column displays results where protons and iron nuclei were used, the central column also

includes nitrogen nuclei, and the right column includes helium nuclei in addition.

data lie between those for protons and iron nuclei but the distributions are too narrow to

accommodate a mixture of the two. Thus we conclude that either the model predictions are

wrong or else other nuclei with shorter propagation length form a significant component of

the UHECR flux that reaches the upper atmosphere.

Adding intermediate components greatly improves the fits for all hadronic interaction

models. EPOS-LHC in particular are satisfactory over most of the energy range. It is

interesting to note that including intermediate components also brings the models into re-

17
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Delta Method: Definition

▶ Based on the risetime t1∕2, time for the
signal measured by the SD to raise
between a 10% and a 50% of the total
signal.

▶ Benchmark: Parameterization of the
risetime as a function of the distance to
the core

▶ The final observable is the average
over all the stations in each event:
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Delta Method: Calibration with Xmax

▶ Δs can be calibrated with hybrid events that have Xmax: Xmax = a + bΔs + c log(E∕eV)
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Phys. Rev. D96 (2016) no.12, 122003

Conclusions
▶ Xmax can be measured with the SD up to 100 EeV
▶ Mass is getting smaller until ∼ 2 EeV then rises possibly

stopping at the highest energies
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Delta Method: Calibration with Xmax
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Proton-Air Cross-Section

▶ At the tail of the Xmax distribution:
dN

dXmax
∝ e

−Xmax
Λ�

▶ � is the fraction of most deeply penetrating showers used (� = 0.2)
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▶ Cross-sections are modified in simulations to
match Λ� with the following factor

F (E, f19) = 1 + (f19 − 1)
log
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log
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Λ� = [55.8 ± 2.3(stat) ± 1.6(sys)] g/cm2

�prodp -air =
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505 ± 22(stat) +28−36(sys)
]

mb

R. Ulrich for the Pierre Auger Collaboration
Proc. 34th ICRC (2015)
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Proton-Proton Cross-Section

▶ Inelastic and total cross-sections are computed using the Glauber model at
√

s = 57 TeV.
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Muons in Inclined Events

▶ Muons dominate the signal in inclined events
▶ The muon density �� is modeled at the ground

point r⃗ as:
��(r⃗) = N19 ��,19(r⃗; �, �),
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4 ⋅ 1018 eV < E < 5 ⋅ 1019 eV

Phys. Rev. D 91, 059901 (2015)
▶ Number of muons 30%-80% higher than what models predict
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Testing Hadronic Interactions

▶ Simulations that match the longitudinal profile of
data are produced

J. ALLEN et al. INTERPRETATION OF AUGER OBSERVATORY SURFACE DETECTOR SIGNAL
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Figure 1: Top panel: A longitudinal profile measured for
a hybrid event and matching simulations of two showers
with proton and iron primaries. Middle panel: A lateral
distribution function determined for the same hybrid event
as in the top panel and that of the two simulated events.
Bottom panel: R, defined as S(1000)Data

S(1000)Sim
, averaged over the

hybrid events as a function of secθ.

and arrival direction of the showers matches the measured
event, and the LPs of the selected showers have the lowest
χ2 compared to the measured LP. The measured LP and
two selected LPs of an example event are shown in the top
panel of Fig. 1.
The detector response for the selected showers was simu-
lated using the Auger Offline software package [8, 9]. The
lateral distribution function of an observed event and that
of two simulated events are shown in the middle panel of
Fig. 1. For each of the 227 events, the ground signal at
1000m from the shower axis, S (1000), is smaller for the
simulated events than that measured. The ratio of the mea-
sured S (1000) to that predicted in simulations of showers
with proton primaries, S(1000)DataS(1000)Sim

, is 1.5 for vertical showers
and grows to around 2 for inclined events; see the bottom
panel of Fig. 1. The ground signal of more-inclined events

is muon-dominated. Therefore, the increase of the discrep-
ancy with zenith angle suggests that there is a deficit of
muons in the simulated showers compared to the data. The
discrepancy exists for simulations of showers with iron pri-
maries as well, which means that the ground signal cannot
be explained only through composition.

3 Estimate of the Muonic Signal in Data
3.1 A multivariate muon counter
In this section, the number of muons at 1000 m from the
shower axis is reconstructed. This was accomplished by
first estimating the number of muons in the surface detec-
tors using the characteristic signals created by muons in the
PMT FADC traces and then reconstructing the muonic lat-
eral distribution function (LDF) of SD events.
In the first stage, the number of muons in individual surface
detectors is estimated. As in the jump method [4], the total
signal from discrete jumps

J =
∑

FADC bin i

(x
i+1 − x

i

)
︸ ︷︷ ︸

jump

I {x
i+1 − x

i

> 0.1} (1)

was extracted from each FADC signal, where x
i

is the sig-
nal measured in the ith bin in Vertical Equivalent Muon
(VEM) units, and the indicator function I {y} is 1 if its
argument y is true and 0 otherwise. The estimator J is
correlated with the number of muons in the detector, but it
has an RMS of approximately 40%. To improve the pre-
cision, a multivariate model was used to predict the ratio
η = (N

µ

+ 1)/(J + 1). 172 observables that are plausibly
correlated to muon content, such as the number of jumps
and the rise-time, were extracted from each FADC signal.
Principal Component Analysis was then applied to deter-
mine 19 linear combinations of the observables which best
capture the variance of the original FADC signals. Using
these 19 linear combinations, an artificial neural network
(ANN) [10] was trained to predict η and its uncertainty.
The output of the ANN was compiled into a probability ta-
ble PANN = P (N

µ

= N | FADC signal). The RMS of this
estimator is about 25%, and biases are also reduced com-
pared to the estimator J .
In the second stage of the reconstruction, a LDF

N(r, ν,β, γ) =

exp

(

ν + β log
r

1000m
+ γ log

( r

1000m

)2
) (2)

is fit to the estimated number of muons in the detectors for
each event, where r is the distance of the detector from the
shower axis and ν, β, and γ are fit parameters. The num-
ber of muons in each surface detector varies from the LDF
according to the estimate PANN and Poisson fluctuations.
The fit parameters, ν, β, and γ, have means which depend
on the primary energy and zenith angle as well as vari-
ances arising from shower-to-shower fluctuations. Gaus-
sian prior distributions with energy- and zenith-dependent
means were defined for the three fit parameters. All the

18

0◦ < � < 60◦
411 events accepted
6 EeV < E < 16 EeV

▶ The signal is rescaled to match the signal at the ground in data:
Sresc(RE , Rhad)i,j ≡ RE SEM,i,j + Rhad R�E Shad,i,j

Model RE Rℎad
QII-04 p 1.09 ± 0.08 ± 0.09 1.59 ± 0.17 ± 0.09
QII-04 Mixed 1.00 ± 0.08 ± 0.11 1.61 ± 0.18 ± 0.11
EPOS p 1.04 ± 0.08 ± 0.08 1.45 ± 0.16 ± 0.08
EPOS Mixed 1.00 ± 0.07 ± 0.08 1.33 ± 0.13 ± 0.09

▶ No energy rescaling is needed
▶ Hadronic signal is significantly larger for data than

that predicted by models
 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 1.8

 2

 0.7  0.8  0.9  1  1.1  1.2  1.3

R
ha

d

RE

Systematic Uncert.
QII-04 p

QII-04 Mixed
EPOS-LHC p

EPOS-LHC Mixed

Phys. Rev. Lett. 117, 192001 (2016)
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The Delta Method Again
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▶ In the risetime (and therefore Δ) there is a mixture of electromagnetic and muonic component
▶ The values of Δ can not reproduce Xmax, coming from the electromagnetic cascade
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My Work

What did I do?
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The Pierre Auger Observatory

Recent results

My work
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Machine Learning Studies
Differences between Data and Simulations
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My Work

▶ Study mass composition using:

▶ The SD data sample: highest statistics

▶ Traditional methods & modern methods
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The Risetime t1∕2: Definition

▶ Time it takes for the signal measured in one photomultiplier (PMT) to rise between 10% and 50% of the
total signal
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▶ We average over the operating PMTs to obtain a value for t1∕2 at each station
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Why use the Risetime for Mass Composition?

▶ Showers initiated by a heavier primary have more muons and develop lower in the atmosphere

▶ Muons have a shorter risetime

▶ Showers initiated by a heavier primary have a shorter risetime
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The Time over Distance ToD: Definition

▶ t1∕2 approximately linear with r for a wide range of
distances

▶ A single value for each event is obtained computing the
average:

ToD =
⟨ t1∕2

r

⟩

= 1
n

n
∑

i=1

t1∕2i
ri

▶ An observable that characterizes each event with a
single value

▶ Does not depend on r
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Dependence with sec �
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▶ ToD depends linearly on sec �
▶ A fit is done for each energy bin
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▶ The value at � = 30◦ (�) is picked and
plotted as a function of the energy

▶ Mass going to heavier until 1019.6 eV
▶ Going to lighter above 1019.6 eV?
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⟨lnA⟩

▶ � can be transformed to the logarithm of the mass number A
▶ Linear interpolation between the lines for simulations

�I + (1 − �)P = D ⟨lnA⟩ = ln 56 ⋅ � = ln 56P −D
P − I

⎧

⎪

⎨

⎪

⎩

P → Protons
I → Iron
D → Data

18.6 18.8 19.0 19.2 19.4 19.6 19.8 20.0
log10 (ESD/eV)

0

1

2

3

4

ln
A

QGSJetII-04

18.6 18.8 19.0 19.2 19.4 19.6 19.8 20.0
log10 (ESD/eV)

0

1

2

3

4

ln
A

EPOS-LHC

p

He

N

Fe

p

He

N

Fe
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⟨lnA⟩: Comparison with the ⟨Δ⟩ Method

▶ � can be transformed to the logarithm of the mass number A
▶ Linear interpolation between the lines for simulations

�I + (1 − �)P = D ⟨lnA⟩ = ln 56 ⋅ � = ln 56P −D
P − I

⎧

⎪

⎨

⎪

⎩

P → Protons
I → Iron
D → Data
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Extensive Air Showers Fluctuations: Motivation

▶ For any observable, its fluctuations have two
contributions: the detector and physics
�2total = �

2
det + �

2
f

▶ �2f provides information for studies of mass
composition, for example fluctuations of Xmax are
larger for proton than for iron

▶ Using the ToD we measure �2f by subtracting the
effects of the detector from the total fluctuations

�2f = �
2
total − �

2
det

Mass composition from hybrid data of Auger Alexey Yushkov
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Figure 1: Measurements of 〈Xmax〉 (left) and σ(Xmax) (right) at the Pierre Auger Observatory compared to
the predictions for proton and iron nuclei of the hadronic models EPOS-LHC, Sibyll 2.3c and QGSJetII-04.
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Figure 2: Moments of lnA distributions from the conversion of the moments of Xmax distributions with
EPOS-LHC, QGSJetII-04, Sibyll 2.3c.

sitions are close to ∼ 60 gcm−2/decade independently of the interaction model used. Thus the
mean mass of the UHECRs as a function of energy decreases until E0 and increases afterwards.
The narrowing of the Xmax distributions for energies above E0 (right panel in Fig. 1) is as well in
agreement with the MC predictions for σ(Xmax) of heavier nuclei.

Using the method described in [10] the moments of the Xmax distributions can be converted to
the moments of lnA distributions. From Fig. 2 one can see that 〈lnA〉 reaches the minimum around
E0. Depending on the interaction model, the values at the minimum vary from ∼ 0 for QGSJetII-

86
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�2det Calculation: The Method of Splitting

▶ Split the stations of each event into two groups so that we have two independent measurements of the
ToD for obtaining �2det:

ToD1 =
1
n1

n1
∑

i=1

t1∕2i
ri

and ToD2 =
1
n2

n2
∑

j=1

t1∕2j
rj

Mock example of an event
S [VEM] r [m] t1∕2 [ns⋅m−1 ]

100 1000 200
50 1300 150
30 1500 300
10 1800 400

ToD1 =
1
2

( 200
1000

+ 300
1500

)

= 0.20

ToD2 =
1
2

( 150
1300

+ 400
1800

)

≃ 0.17

⟹ ToD1 − ToD2 ≃ 0.03

▶ Stations are ordered by signal.
▶ Odd positions belong to the first group
▶ Even positions belong to the second group
▶ Results do not depend on this ordering

scheme

0.0 0.2 0.4 0.6 0.8
ToD [ns m 1]

0

500

1000

1500

2000

En
tri

es

Entries = 48880
First group
Second group
No split

0.4 0.2 0.0 0.2
ToD1 ToD2 [ns m 1]

0

1000

2000

3000

4000
En

tri
es

= (2.3 ± 0.7) 10 3 [ns m 1]
= (4.18 ± 0.07) 10 2 [ns m 1]

Gaussian fit
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�2det Calculation: Analysis of Variance (ANOVA)

▶ ANOVA: total variance has two contributions based on arbitrary division of the data in groups
�2total = �

2
between groups + �

2
within groups

▶ The following equality from ANOVA is general
∑

i

(

xi − ⟨x⟩
)2

⏟⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏟
total

=
∑

g
ng
(

⟨xg⟩ − ⟨x⟩
)2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
between groups

+
∑

g

∑

j∈g

(

xgj − ⟨xg⟩
)2

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
within groups

▶ x is a vector
▶

⟨x⟩ is the average of x
▶ Each group g has ng elements
▶

⟨xg⟩ is the average in the group g
▶ xgj is the j-th element of the group g

▶ x is the vector of all values of t1∕2∕r
▶

⟨x⟩ is the average value of t1∕2∕r
▶ Each g is an event with ng = 4 stations

▶
⟨xg⟩ = ToD

▶ xgj is t1∕2∕r for the station j and the event g

General definition Our case
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Final Results
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Splitting ANOVA

▶ A dependence of the fluctuations with the energy has been tested making a constant fit and a fit of a
straight line to the data points

▶ A maximum likelihood ratio test gives a 3� with the splitting method and 5� with ANOVA
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Final Results: ⟨lnA⟩

▶ When plotted together both results are compatible within the uncertainties (values for Anova have been
shifted slightly to the right)
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Bonus: Uncertainty of the Risetime

▶ We compare �2det obtained with ANOVA and the parameterization of the uncertainty of the risetime �1∕2
▶ Groups are chosen as events with two or more stations in bins of 100 m

Black squares
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Colored circles
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risetime uncertainty
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�2det is compatible with the values of the parameterization of
the uncertainty of the risetime
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Why is Knowledge about Muons Important?

▶ Infer information about mass composition
▶ Study hadronic interactions
▶ Help to understand differences between data and simulations
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Muon and Electromagnetic Components

Muon component
▶ Earlier times
▶ Usually spiky

Electromagnetic component
▶ Later times
▶ Spread and not very spiky

Time [ns]
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gn

al 
[V

EM
] Muon component

Total signal

Time [ns]

Si
gn

al 
[V

EM
] Electromagnetic component

▶ This information is only known in simulations!
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AugerPrime

▶ There is an ongoing upgrade of the detector

▶ One scintillator panel will be put on top of each station
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Example Traces

▶ Objective: Predict the temporal
sequence of values in the muon trace

▶ Predictions follow the shape of the total trace

▶ Predictions capture the spiky shape of the
muon trace

Notation
̂ for the predicted quantities
Ŝ� (integral of the predicted
muon trace)
S� (integral of the true muon
trace)
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Example Traces I
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Example Traces II
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Neural Network

A

sec \

(1

(200

Input

Initial parameters

LSTM block

LSTM LSTM LSTM

1 × 70 70 × 32 32 × 32

Dense
2 × 32

Dense
32 × 70

A and sec \ are
transformed into
two vectors with
70 entries

Dense
200 × 200

(
`
1

(
`
200

Output

▶ Total number of free parameters: 87212

▶ r, sec � and S1…S200 are normalized to be between 0 and 1

▶ Train with 25% of P, He, O and Fe (EPOS-LHC): +400 000 showers
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Performance Plots: S� and Ŝ�

▶ We compare the integral of the predicted muon trace Ŝ� to the integral of the true muon trace S�

▶ Mean around zero, standard deviation close to 2 VEM (depends heavily on the zenith angle)

15 10 5 0 5 10
S S  [VEM]

0.00

0.05

0.10

0.15

0.20

0.25

En
tri

es
 (a

.u
.) ProtonIron

19.0 < log10(EMC/eV) < 19.1
1.0 < sec < 1.2

Iron Proton

EPOS-LHC

Entries 397
Mean 0.12
Std. Dev 2.07

Entries 477
Mean -0.52
Std. Dev 1.89

0 20 40
S  [VEM]

0

2000

4000

6000

8000

10000

12000

En
tri

es
 Proton EPOS-LHC

log10(EMC/eV) > 18.5
sec < 2.0

True
Predicted

Juan Miguel Carceller Machine Learning Studies 56



Performance Plots: E

▶ Unbiased predictions
▶ Resulution better than 11%
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Performance Plots: sec �

▶ Unbiased predictions
▶ Resulution better than 11%
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Performance Plots: Muon Risetime

▶ We compare the risetime of the predicted muon trace t̂�1∕2 with the risetime of the true muon trace t�1∕2
▶ Mean close to 0, standard deviation less than 100 ns

▶ A single muon has a risetime of 15 ns and a decay constant of 60 ns
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Performance Plots: Other Hadronic Models

▶ The predictions are as good when predicting for simulations done with a different hadronic model
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Predictions on Data

▶ Two examples of traces for two stations from two different events recorded by the SD
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Comparing Data and Simulations: Muon Deficit

▶ We compare predicted muon signals (at ∼ 1000 m, by only picking stations with 1000m < r < 1200m)
in simulations and hybrid data

▶ We obtain a muon deficit in simulations for vertical events for the first time

▶ We compare predicted muon signals in simulations and hybrid data

700 725 750 775 800 825
Xmax  [g/cm2]

7

8

9

10

11

12

S
 [V

EM
] [ ]

[
]

P

He
O

Fe

18.7 < log10(EFD/eV) < 18.8
1.0 < sec < 1.5
1000 m < r < 1200 m

QGSJetII-04
EPOS-LHC

Sibyll 2.3
Auger data

Juan Miguel Carceller Machine Learning Studies 62



Comparing to Data from Other Experiments

▶ We fit our data with parameterizations obtained from other experiments, keeping the values of the
original parameters
The electromagnetic signal is obtained as follows SEM = S − S�
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Akeno: J. Phys. G. Nucl. Part. Phys 21 1101 (1995)

��(r) = N�(C�∕R20)R
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Comparing to Data from Other Experiments

▶ We fit our data with parameterizations obtained from other experiments, keeping the values of the
original parameters

▶ The electromagnetic signal is obtained as follows SEM = S − S�
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Comparing to Data from Other Experiments

▶ We fit our data with parameterizations obtained from other experiments, keeping the values of the
original parameters

▶ The electromagnetic signal is obtained as follows SEM = S − S�
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Differences between Data and Simulations: Previous Studies

▶ Previous results point to a deficit of muons in simulations
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Juan Miguel Carceller Differences between Data and Simulations 65



Comparing Data and Simulations

▶ We use the Kolmogorov-Smirnov test (KS) to compare the distributions of data and rescaled signal in
simulations

▶ KS tells us if two samples belong to the same distribution

▶ Truth: S = S� + SEM

Two correction factors: �, �

Simulations (sample 1)
S = �S� + �SEM

Data (sample 2)
S or S1000

Value of KS test

▶ Find value of � and � that minimize the KS test (data and simulations match)
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Stations with r ≃ 1000 m

▶ For each station with r ∈ [900, 1100] m, the new signal in simulations is S = �S� + �SEM (S� and
SEM are the Monte Carlo muon and e.m. signal)

▶ � and � are given values and the best matching is found
▶ The values of � and � are strongly correlated

0.0 0.5 1.0 1.5 2.0 2.50.0

0.5

1.0

1.5

2.0

2.5
18.5 < log10(EMC/eV) < 18.6
1.0 < sec < 1.2

Proton QGSJetII-04

0.0 0.5 1.0 1.5 2.0 2.50.0

0.5

1.0

1.5

2.0

2.5

18.5 < log10(EMC/eV) < 18.6
1.8 < sec < 2.0

Proton QGSJetII-04

0.050

0.075

0.100

0.125

0.150

0.175

0.200

K
S

0.0 0.5 1.0 1.5 2.0 2.50.0

0.5

1.0

1.5

2.0

2.5
18.5 < log10(EMC/eV) < 18.6
1.0 < sec < 1.2

Proton QGSJetII-04

0.0 0.5 1.0 1.5 2.0 2.50.0

0.5

1.0

1.5

2.0

2.5

18.5 < log10(EMC/eV) < 18.6
1.8 < sec < 2.0

Proton QGSJetII-04

0.050

0.075

0.100

0.125

0.150

0.175

0.200

K
S

10 20 30 40
S [VEM]

0.00

0.02

0.04

0.06

0.08

0.10

En
tri

es
 (n

or
m

ali
ze

d)

18.5 < log10(E/eV) < 18.6
1.0 < sec < 1.2
900m < r < 1100m

= 1.04, = 1.41

Proton QGSJetII-04 Data

Simulations
Unscaled
Rescaled

Simulations
Unscaled
Rescaled

▶ Better agreement when the signal is rescaledJuan Miguel Carceller Differences between Data and Simulations 67



Results with r ≃ 1000 m
▶ The rescaling needed is almost always greater than 1 S = �S� + �SEM

▶ Signals in EPOS-LHC are slightly larger, less correction needed
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Summary

▶ Cosmic rays is a fascinating field with a lot to do

▶ We measure these cosmic rays indirectly with air showers

▶ On mass composition: mass going to heavier from 1018.3 eV onwards

▶ On hadronic interactions: There are problems with the hadronic models, tuned at the energies of the
LHC, more muons in data than in simulations

▶ Circular problem: To know the mass composition I need good simulations (hadronic models) but to
constrain hadronic models I need the composition

▶ Ongoing upgrade of the Pierre Auger Observatory to solve this
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Backup
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Description of Air Showers

Heitler-Matthews toy model
▶ Electromagnetic showers

▶ Pair production: A photon produces a pair of an
electron and positron

▶ Bremsstrahlung: A charged particle emits photons

▶ Hadronic showers
▶ Neutral pions decay to photons and feed the

electromagnetic component
▶ Charged pions produced more pions (charged and

uncharged)

../Images/Heitler.pdf

../Images/Heitler.pdf
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Signal Saturation

▶ Signals from PMTs come from the high-gain channel and low-gain channel

▶ Signals big enough will saturate the high-gain channel first and then the low-gain channel

../Saturated-signal/saturated.pdf

▶ We always use signals from the high-gain channel that are not saturated
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Systematic Uncertainties

Ageing of the detectors ±0.005ns⋅m−1
Seasonal effect ±0.001ns⋅m−1
Energy uncertainty ±0.005ns⋅m−1

Total systematic uncertainty ±0.007ns⋅m−1
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Risetime: Dependence with sec �

▶ As sec � increases the electromagnetic component is attenuated and t1∕2 decreases
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ToD: Systematic Uncertainties and Atmospheric Conditions
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Differences with The ⟨Δ⟩ Method

▶ Old slide with the results obtained
using the same simulations and a
more similar cut on S

▶ Results match very well

./Images/page.pdf
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Energy Differences

▶ For data the energy from the SD (ESD) is obtained
from the calibration curve given by the FD

▶ We can not use ESD in simulations to compare to
data

▶ We use EMC instead as a proxy for EFD

▶ For simulations there is a bias that depends on
the composition between the energy from the SD
and FD

Simulations → MC energy
Data → Energy from the SD

../Signal-differences/Plots/185-diff-fd-mc-and-sd-mc.pdf
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LSTM Layer

../Images/lstm-1.png
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ft = �(Wf ⋅ [ℎt−1, xt] + bf )

it = �(Wi ⋅ [ℎt−1, xt] + bi)

C̃t = tanh(WC ⋅ [ℎt−1, xt] + bC )

Ct = ft ∗ Ct−1 + it ∗ C̃t

ot = �(Wo ⋅ [ℎt−1, xt] + bo)

ℎt = ot ∗ tanh(Ct)

▶ The forget vector ft is built
▶ The input vector it is built
▶ The candidate cell state C̃t is built

▶ The forget gate selects from the
previous cell state Ct−1

▶ The input gate selects from the
candidate cell C̃t

▶ Output obtained from previous
hidden state ℎt−1

▶ Hidden state obtained from the
current cell state Ct
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Training: Loss and Other Metrics

../Images/loss-and-diff.pdf
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More Examples of Traces
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Performance Plots: Mean

../Images/hex-energy-dif-mean.pdf
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Performance Plots: Std

../Images/hex-energy-dif-std.pdf
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Performance Plots: Correlation

../Images/cor.pdf
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Performance: as a function of S�

▶ Mean close to 0

▶ Performance improved for larger zenith angles

../Images/diff-mean-std.pdfJuan Miguel Carceller 84



Comparing Data and Simulations: Muon Deficit

▶ The average muon risetime also points towards a heavier composition than iron

../Images/muon-deficit-and-risetime-data.pdf
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Energy equivalence between cosmic rays and accelerators

p1 = (E,E) p2 = (m, 0)

Lab. frame

p3 = (E′, p) p4 = (E′,−p)

C.M. frame

Invariance of the norm tells us that (p1 + p2)2 = (p3 + p4)2 so

(E + m)2 − E2 = 4(E′)2 ⇒ 2mE + m2 = 4(E′)2

2E′ =
√

2mE

if

{

m ∼ 109 eV
E ∼ 1019 eV

2E′ =
√

s ∼
√

2 ⋅ 1028 eV

∼
√

2 ⋅ 1014 eV
∼ 140 TeV
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Saturated stations

Images/vem1.pdfTrace used in the computation
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Recent Results: Spectrum
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