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The aim of this proposal is to establish a facility to explore the potential of new programmable chip technology. Two exemplar applications, one in the field of high energy particle detection and the other in artificial neural implants, are identified. They will provide a concrete focus for exploring the full capabilities of the new generic techniques to be investigated.
Field Programmable Gate Array (FPGA) technology is an area of enormous growth at present. Advances in gate-count and speed mean that it now makes sense for some applications to see FPGAs as re-configurable chips capable of sophisticated data processing, signal processing, buffering and communication. 
Off-the-shelf components are available today with large memories and high-speed I/O capability that could provide single chip, multi-purpose solutions for many applications. New tools are available than can combine advanced traditional logic design, sequential styled code and  other design methodologies (such as neural-nets). In addition experimental compilers are using standard languages to generate FPGA code (Handel-C for example). The ability to re-configure in-situ suggests novel processing solutions, exploiting the ability to adapt hardware to cater for data as needed during normal operation. It also may be possible to use of the physical structure of an FPGA to create hardware like real-time pipelines or analogue filters.
We would like to explore the capabilities and limitations - mixing coding methodologies and implementation.
Example Applications

Calorimeter readout for a Future Linear Collider
There is currently a strong consensus in the field of high energy particle physics that a high energy linear electron-positron collider is a vital next step in the exploration of the regime of electroweak symmetry breaking.  The linear collider will contribute complementary measurements to the Large Hadron Collider currently under construction at CERN. In particular, the linear collider offers a higher precision than can be obtained at a hadron-hadron machine. 
Combined with LHC data, these measurements will point us toward physics at energy scales close to those of the big bang. To fully exploit this facility, the energy flow resulting from the collision must be measured with unprecedented precision. Many innovative technologies have been proposed for detectors at the linear collider. Of particular interest in the context of this proposal is the measurement of the energy of hadronic debris from the collisions. Simulation studies have shown that segmentation and position resolution in the showers of particles produced is of critical importance, and a leading proposal is the so-called "digital HCAL". This would consist of three-dimensional arrays of thousands of cells giving a binary (occupied or unoccupied) signal. The challenge is to identify and read out clusters of occupancy within these arrays at high speeds, cost effectively and with essentially 100% efficiency (or zero data loss).

Digital Processing for Biomedical Implants
Neural signals (ENG) recorded from flexible insulating cuffs fitted with electrodes and placed around nerve bundles can be used to provide feedback signals in functional electrical stimulation  (FES) applications. The resulting closed loop systems have the potential to increase greatly the effectiveness of conventional feed-forward stimulators. Typical FES applications include correction of foot-drop in stroke and certain spinal injuries, hand grasp in tetraplegic subjects and bladder voiding in certain types of incontinence. Cuffs are currently the most suitable devices for both recording and stimulation, with safe implantation being reported for as long as 15 years. Although some (mostly low-noise analogue) signal processing is carried out in the implant itself, the bulk of this is done externally.  The external unit generates and transmits command signals for the stimulator, receives and interprets the ENG signals and also provides the power supply for the implant. These multiple signals are controlled by a communication protocol implemented in digital hardware, which is placed partly within the implant and partly in the external unit. The challenge here is to exploit the configurability and power of FPGA devices to increase the available functionality of future FES systems. 
Data Volumes and Rates
The data volumes and rates for these two applications are very different, and push the limits of the capabilities of current programmable devices in different ways.
The proposed digital HCAL is tubular in shape, about 5.5m long, with additional 1.3m thick end-caps. With a barrel thickness of 1.1m and a cell size of 1 cm3, we expect that around 125Mbits need to be read-out per collision to fully characterize an event. Considering each cell as a wire bringing information out of the detector, the need for some kind of multiplexing is apparent. This could take many forms, from local hardware with a pin per cell to a single wire bus linking multiple cells to a receiver on the outside edge of the detector. In any scheme the data needs to converge on a central point in/on a module and be funneled off-detector.
Taking the TESLA proposal to be specific, the time structure of the machine is as follows: Bunches of particles are sent to the collision point in trains every 200ms. Each train of bunches contains 2818 bunches, giving a bunch crossing rate within a train of 337ns. This is not a particularly high rate compared to (for example) the LHC, where the bunch-crossing interval is a continuous 25ns. However, the high precision requirements, which lead to the extremely high segmentation and thus high data volumes, make traditional approaches to readout impractical both due to space and infrastructure issues and cost. Assuming a naïve worst case scenario that requires the entire detector to be read-out once per train, and events on all other trains trigger only 10% of the detector each time we end up with about 5GigaBytes/train of raw data. This implies a read-out rate of 25GBytes/s. Even with assumed improvements in networking technology, the interfacing/multiplexing required on-detector could be prohibitively complex. Since most events will generate regions of (almost) continuous occupancy (1‘s) in the HCAL detector matrix, surrounded by empty volumes (0‘s), the potential to massively reduce read-out data by intelligent on-detector electronics is significant. The surface information of the occupied volumes may be all that needs to be passed off detector. Alternatively, loss-free data compression algorithms may be sufficient. The exact strategy would depend on the choice of calorimeter hardware. 
In FES systems, the external unit communicates with the implant by means of a transcutaneous link which supports a data rate of about 1-2Mb/s. This is limited by power consumption and size of the device, which are key parameters which must be minimized in any practical design.   In improved FES systems, more cuffs will be required, each containing a more complicated electrode structure than is used at present. The implant will contain, in addition to the analogue signal processing already mentioned, analogue to digital conversion and some digital processing. The external unit will include demultiplexers, delays, summers and filtering, all realized digitally.  Specifically, the ability to select and process more information channels (stimulation and recording) will provide more capacity and flexibility. This will include improved selectivity in both stimulation and recording. For example, analysis of the compound waveform recorded by a simple cuff-electrode structure of the type in use today into its velocity components provides information about the points of origin of the observed signal. In a closed loop FES system this enables selective stimulation to be applied appropriately.
Reconfigurability
In the digital HCAL, reconfigurability will be a key advantage in the commissioning stage of the detector. Initial experience can be gained with the FPGAs running as “dumb” buffering electronics, in which all the data is serialized and read out. As understanding of the detector environment is improved, progressively more ambitious and readout processing can be calibrated and applied by reprogramming the FPGAs. 
In FES systems, more complex communication protocols, together with a degree of reprogrammability will be required in order to control the data transfer. FPGA technology seems to offer an ideal solution to both these sets of problems and we propose to use this new technology in both the implant and the external unit to realize all the digital parts of the system.
Strategy
The steps will be developed into milestones in a full proposal.
1.
Set up a “starter kit” of FPGAs + PC & software, with sequencer hardware which can be loaded with simulated data and fired through the FPGA at realistic data rates. 
(a)
HCAL: Play with various algorithms and evaluate performance. (first year and ongoing)
(b)
FES: Make a draft plan of a complete prototype system (except the cuffs and analogue signal conditioning parts) and hence estimate the total size and power consumption. Estimate to what extent these crucial parameters can be reduced by the use of reconfigurability.
2. 
Demonstrator phase: 
(a)
HCAL: Build readout board for prototype HCAL module. Collaboration with colleagues at Argonne National Laboratory who are planning to build this module. Evaluate performance in test beam.
(b)
FES: Design draft protocol and build prototype test modules of the digital sections of the implanted and external units. Build a bench model of the system (including the transcutaneous link) and evaluate with test signals chosen to simulate the ENGs.
Resources
2 RA II positions, four years
260k
2 PhD students
100k
Travel for all on the project 
50k
FPGA starter kit (PC, chips, software, driver, crates)
50k
Test board
5k
Consumables
40k
3-prototype readout boards
10k
Module test stand (Network switch, PC, cabling) 
5k
Hardware for HCAL module readout (cables, connectors etc.)
30k

______
Total
£550k
