ARM processor work – how does it fit in with us?
14.Sept.2009 – Dana Wilson
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1 Overview of 2D pixel detector DAQ and control
There are three 2D pixel detector collaborations building detectors: AGIPD, DSSC and LPD. It has been agreed that the backend of the detectors will be common. The DAQ readout and control systems consist of three hardware sub-systems: 

1. Detector front end  (FEE)
2. Train Builder backend (TB)
3. Clock and Control  (C&C)
The detector front end is detector specific and is being implemented by the each collaboration separately.
The TB is used to build data into bunch train specific contiguous blocks which are then sent on to a computing farm layer for processing.

The C&C is used to interface to the XFEL timing system, generate and receive signals used to ensure the entire detector FEE is correctly synchronized. 

The work described here is limited to AGIPD.
Some statements:

· The C&C and TB have no signal (cable) connection – any control required is performed using network messages. The latency of these messages is ~100ms, i.e. the bunch train repetition rate, and there is no short latency requirement.
· The C&C is connected to the FEE in two ways:
· Fast signal (LVDS?) cable connections. For fast signals sent to or received from each. 

· Network cables. For slow (100ms) configuration input (to FEE), snapshots of information about status and errors (from FEE), additional information that may need to be appended to the data sent to the backend computer farms which does not go to the TB (from FEE).

· The C&C sub-system is controlled by a xTCA crate PC which is the only (?) network interface to the FEE.

· The C&C sub-system is interfaced to the XFEL machine timing system via a purpose built xTCA board interface provided by the machine control group.

· Probably more statements… 

2 Clock and Control
2.1 inputs and outputs
The following table defines all signals and messages sent between C&C and FEE.
	Name
	Type
	Sender
	Receiver
	Payload / purpose

	Start Train
	Fast signal
	C&C master
	FEE FPGA
	Start train flag +

Train number +
ID of delivered bunch pattern

	End Train
	Fast signal
	C&C master
	FEE FPGA
	End train flag

	100 MHz
	Clock
	C&C master
	FEE FPGA
	Synch clock

	Veto 
	Clock
	C&C master
	FEE FPGA
	Reject pulse flag

	Plugged
	Fast signal
	FEE FPGA
	C&C master
	FEE plugged in and on +

Addition as yet undefined encoded info

	Run configuration
	Net message
	C&C PC (run control)
	Micro
	Bunch patterns IDs +
Bunch patterns +

…

	Boot configuration
	Net or Eprom?
	?
	Micro
	I2C bus configuration, etc.

	Reset µC
	
	C&C?
	FEE FPGA
	Reset the µC via FPGA

	Snapshot
	Net message
	Micro
	C&C PC
	status and error info for train monitoring

	Snapshot request
	Net message
	C&C PC
	Micro
	Requests Snapshot


2.2 Micro relevant timing
The following table details what timing events are relevant to the micro during data acquisition.
	Name
	Input type
	Direction
	Time
	Jitter 

	Start Train
	Interrupt from FEE FPGA or net msg from C&C PC
	TR to C&C to FEE FPGA to micro
	T0 – 15ms
	0

	End Train
	Interrupt from FEE FPGA or net msg from C&C PC
	C&C to FEE to micro 
	T0 + N/5MHz = Tn
	0

	Snapshot ready
	Network msg
	Micro to C&C PC
	Tn + ?ms
	~ few ms

	Snapshot request
	Network msg
	C&C PC to Micro
	Asynch
	-


Observations:

· What happens if XFEL operation is not 10Hz and is set to 30Hz ? The 15ms offset of the Start Train is likely to be a problem. However, we must be finished in time for the next train – check what the micro can do before addressing this issue.
· What happens when using the detector at SLAC (120Hz single bunch trains)? 

· Snapshots may be requested or published, when requested they are asynchronous w.r.t. the tabulated events. 
· Certain information could be sent every few trains.

3 Description of what the ARM processor has to do

This is a primarily C&C side description of what the ARM processor has to do w.r.t. signal and message handling. 
3.1 States of FE Control Electronics

This section contains a dump of events/thoughts/questions that happen during various (all?) stages of operation.
3.1.1 Power on or reset
· Power on 
· Boot an OS from Network. 
· C&C crate PC (or other host?) supports the boot request.
· What happens if there is no response to the boot request?
· How do you identify problems like there is no network connection, etc? Possibly check with DHCP server to see if there has been a request?
· DHCP server needs to know the MAC address to assign the same IP address each time.

· Reset
· How is a remote reset performed? From FPGA?
· Must all micros be reset at the same time? No, however, all micros should be synchronized to the same train.
· OS loads and starts running
· What happens if the OS fails to load? This should be look – add to worklist.
· Dirty file system boot problems - OS log file and and programs output should not be written to a file system (e.g. on FLASH memory).

· Startup script executes 


· Starts software handling FEE and RC side message exchange
· What happens if the startup script fails or does not exist?

· Software startup configuration (FEE bus addresses, Ethernet addresses, ASIC  configuration/constants, etc.)
· Is a startup configuration (and initial processes operation) defined, or is the configuration always provided by the RC side? 
· Probably there has to be a base configuration as RC may not be running.
· If defined then
· Where is the configuration information reside - on a DB accessed from the control PC.
· What is the definition of the configuration information?
· How is the configuration down loaded - by RC.
· Tools must exist to ease configuration definition - at RC. 
· What happens if the configuration cannot be found – RC error flag.
· Are there any actions to be done when the configuration is found?
· If not defined then simply wait for configuration
· Reply to invalid requests with error message to RC
3.1.2 Software running
· Software running
· Is any network communication between micros which is independent of the RC software? None Foreseen.
· Software must send a “snapshot” irrespective of RC run state

· The snapshot looks like it is published, with the possibility of being polled to check that the micro is responding.
· The snapshot cannot be driven by FPGA interrupt only as this is not there when the run is not progressing!

· Containing error, status and monitoring information
· Snapshot must be sent after each train
· What happens if train frequency is modified: nominal is 10Hz, largest might be 30 Hz?
· Content can be counters for whole run of reset each train

3.1.3 Run configuration
· Before a run starts the run configuration must be reloaded.

· Assume that it is not reused and should always be reloaded.
· Microprocessor and software must be running for run configuration to be performed.
· How does RC software on C&C PC know this

· Publish or poll?
· RC software sends configuration information to micro.
· What is the content of 
· ASIC configuration (few bytes/pixel) 
· ADC part (analogue part)  
· storage pipelines(?), 
· configuration to FPGA
· etc.

· Need content definition 

· Need size
· Check wire time on 100Mb/s link – problem?
· Success or error message sent to RC after configuration.

3.1.4 Run active
· What inputs are happening
· On timer or interrupt to flag train finished

· Send snapshot

· What else happens 
· Gather snapshot content

3.1.5 End run
· Last snapshot must be kept (RC might miss it)
· But this makes non run and run snapshot content different !

· Final snapshots should be gathered when the FEE system is known to be fully idle (flagged in snapshot block).

3.1.6 Errors
· Error condition flagged immediately or with snapshot? (100ms) latency?
4 Software design

· One or more processes?

· What is the communication model (publish/subscribe or polling?)

· What is the base design functionality? 

· Wait for network input & timer ( & interrupt)

· If input from handle request.

· If timer (or interrupt) handle actions and publish as required.

· Are interrupts needed (need to understand requirements) ?

5 Work list 

Suggested work list (not sequential)
· Make contact with Peter’s and C&C groups.

· Make first definition of contents of all non clock messages sent between C&C and FEE. At the minimum, estimate data sizes and block sizes.
· Determine message sizes
· Get development board

· Setup basics, boot OS…
· Checkout OS support for features required:

· train synchronization requirements (time response of single, multiple programs, interrupts, etc.)
· Network booting

· Implement test programs for message transfer protocol
· Measure network performance in realistic environment
· Measure task switching time in Linux

· Integrate with RC software

…

On the 22.Oct.2009 there will be a C&C and TB meeting at DESY - try and get some results for this meeting.

6 Content of micro messages

Tables for first guess message follow. Fill in soon?!
6.1 Startup configuration
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6.2 Run configuration
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6.3 Start train
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6.4 End train

	Name
	Field
	Type

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


6.5 Snapshot 
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	Field
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