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1 Conceptual Design Description

The XFEL charge measurement or toroid system wvalbbsed on the systems in use in all
accelerators at DESY for many years. Dependindhemtachine they are called AC monitors
or toroids. The pickup consists of a transformeat tis mounted over a ceramic gap. The
integral of the induced voltage is proportionathe charge that has passed the device. This
signal is amplified by a local amplifier, then diged and the values are provided to the
control system. Since the pulse shape is deterntgetthe read out filter, evaluation of the
maximum voltage with respect to the baseline isigaht. Due to the AC coupling of the
transformer, there is a base line shift in caseurnich trains. This is the reason why the actual
baseline value needs to be recorded and subtracted.

The instruments used for XFEL will be very closethat developed and used at FLASH.
Main difference will be on the readout side. XFELlIwnake use of fast ADCs a digital

processing in a FPGA and digital signal transmissrom toroid to toriod. Moreover, the

sensitivity will be increased by modifications bketfront end electronics to cope with small
bunch charges.

For FLASH pairs of toroids have been used to morihie transmission of the charge and to
provide a fast interlock in case of poor transnaigsiThis feature will again be implemented
for XFEL in a modified manner, and will provide amfnation to the machine protection
system. At FLASH analogue signals from toroids elasthe gun and to the dump have been
transmitted via long cables to a central place, @ been evaluated by a special electronics
[ref Hamdi]. For a machine of the size and compiewxf E-XFEL this principle does not
work any more. For XFEL it is planned to use a wshlke topology using digital fibre
transmission lines (Fig. 1) evaluating how muchtled charge, measured by an upstream
toroid, has reached the next charge monitor(s)s @istributed design allows including the
branching of the beamlines and the fast switching consistent manner.

Fig. 1: simplified topology of the XFEL including the components relevant for the toroid and TPS syste
Blue: Guns; Yellow: LINAC sections; Green: Undulatas; Black rectangle Dumps; Black diamond:
Kicker magnets; Red: Toroids. The curved lines indiate the communication lines between the toroids.

Currently 38 devices are planned for the XFEL. €heill be two types with 40.5 and 100
mm diameter, according to the requirements on bgige diameter. The 40.5 mm type will
be available with different vacuum chamber, a sleidland an unshielded one, taking care of
the particle cleanliness requirements close tosthperconducting accelerator and impedance
optimisation in the sections with ultrashort elentbunches.



2 Specification of the charge measurement

The following table summarizes the specificationh& charge readout.

Table 1: Specification of the performance of the cdirge measurement

Parameter Unit Value Comment

XFEL Operation |nC 0.02 -1 | Nominal operation charge regime ofiXREL
Range

Measurement nC <15 ADC Readout will allow maximum charge of
’Range 1.5 nC before going into an overflow.

Two measurement ranges:

0...0.30nC

0...1.50nC

With remote switchable amplifier gain
RMS Noise Floor | pC <2 RMS noise level of the signal. This
of the Charge corresponds also to the statistical error of the
Measurement charge measurement.

This value is valid under optimum “lab”
conditions. Since toroids cannot be shielded
from environmental electronic noise or
spurious currents on the beam pipe, the EM
aspects of their neighbourhood have to be
investigated carefully.

Accuracy of % <3 All toroids will be calibrated with the same
Charge test pulse following a well defined calibration
measurement @ process, used for all toroids in the DESY
1nC accelerators.

Calibration % 1 RMS error of the toroid calibration, following
Accuracy betweer the procedure described before.

different toroids

Max. Bunch MHz 4.5 Arbitrary bunch pattern with a minimum
Repetition Rate spacing of 222 ns has to be possible.
Macropulse Hz <30 Hz

Repetition Rate

Number of <= 2700 | Arbitrary bunch pattern possible.

Bunches per train

In order to measure the charge and monitor thesitnéssion, toroids are located in general at
the beginning and at the end of each warm seckaonthermore, they are located at the
interfaces between sections and especially at besn the machine. The following table
shows the distribution of the toroids in the acaler. The third column indicates the fast
connections between the toroids to exchange thegehaformation that allows an online

calculation of the transmission.

! The concept of the toroid system, like the othiigdostic systems was already in an advanced stae.
reduction of the minimum charge to 0.02 nC waskmmwn in time. Nevertheless the system will be tdg#o

measure to such low charges, but limitations ofgbgormance have to be expected. A noise lev@ p€ is

included in the spec. Improvements are investigatedannot be guaranteed.

2 Extension of the charge range for higher chargestt be done manually if necessary, using attersi&t be
installed in the signal chain.



Table 2: Overview over the different types of torails planned for XFEL

Short Namel Beam| Number|Length Flange IDEAS numbeRemark

pipe
[mm]

TORA 40,5 10 (215 mm CF50 130_01_63_65 The bellow unit is

Unshielded (incl. Bellow) |Fixed/Fixed |With RF 58 mm long, with

shielding: rigid fixing to the

Shielded 21 130_01_63 69 girder it might be

not necessary.

TORB 34 1 To be defined Welded to This type will be
neighbour used only for the
components gun. The design wil

be cloned from
FLASH.
TORC 100 6 250 mm CF100 130_01_63 67 The bellow unit is
(incl. Bellow) |Fixed/Fixed 100mm long. Itis
necassary only if
external forces can
act on the ceramic
chamber.
Table 3: Scheduled distribution of the toroid in the XFEL
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1 |XTIN_OOO | 1 TORB.24.11 TORB (34,00 | no 0,91460000| 24,11460000 | mm pipe
11 | XTIN_000 2| 1|TORA.47.1 TORA |40,50 no 23,89470000 47,09470000 | after first module
Before dogleg to
I1 |XTIN_.OOO | 3| 2|TORA.61.I11 TORA (40,50 | no 38,49000000| 61,68770000 | LINAC
I1D |XTIN_00O | 4| 3|TORC.64.I11D TORC [100,00 | no 41,73080000 | 64,59290000 | Injector dump
I1 | XTL_001 5| 3|TORA.94.11 TORA (40,50 | no 71,08600000 | 94,02780000 | End of the dogleg
I1 | XTL_001 6| 5|TORA.117.11 TORA (40,50 | no 94,53290000 | 117,45290000 | Entry L1
B1 |XTL_002 7 TORA.175.B1 |TORA |40,50 | no | 152,53970000| 175,45970000 |Entry B1
B1 |XTL 003 8| 6|TORA.203.B1 |TORA 40,50 | no | 180,48840000| 203,35970000 | After B1 Chicane
B1 |XTL_003 9| 8|TORA.233.B1 |TORA no | 210,83840000| 233,70970000 |End of B1




40,50

B1D | XTL_003 10| 9|TORC.236.B1D |TORC |100,00 | no 213,97330000 | 236,69020000 | B1 Dump

B2 | XTL_006 11| 9|TORA.386.B2 TORA |40,50 no 364,01880000| 386,89010000 | Entry B2

B2 | XTL_007 12 TORA.414.B2 TORA |40,50 no 391,65070000| 414,51010000 | After B2 Chicane

B2 |XTL_008 13| 11| TORA.471.B2 TORA |40,50 no 449,13070000| 471,99010000 | End of B2

B2D | XTL_008 14| 13| TORC.478.B2D |TORC |100,00 | no 455,39820000| 478,10440000 | B2 Dump
End of L3,
Beginning of Temp

L3 | XTL_023 15| 13| TORA.1262.L3 |TORA |40,50 no |1240,00350000 | 1262,86290000 | beamline

CL |XTL_031 16| 15| TORA.1652.CL |TORA |40,50 yes |1629,96220000 | 1652,82160000 | Entry Collimator
Symmetry Point

CL |XTL_033 17| 16 | TORA.1764.CL |TORA |40,50 yes |1741,59720000 | 1764,44640000 | Collimator
End Collimator,

CL |XTL_035 18| 17 | TORA.1862.CL |TORA |40,50 yes |1839,22720000 | 1862,06640000 | Start Distribution
Entry beamline to
TLDump, After

TLD | XTL_037 19| 18 | TORA.1995.TLD | TORA |40,50 yes |1972,46730000 | 1995,30390000 | separation
Toroid before

TLD | XS1_000 20| 19|TORC.2127.TLD | TORC | 100,00 | no |2105,85840000 |2127,96550000 | TLDump
Distribution,
straight line, After

TL |XTL_038 21| 18| TORA.2011.TL |TORA |40,50 yes |1988,64230000 |2011,48140000 | first separation

T2 |XTD2_001 | 22| 21| TORA.2164.T2 |TORA |40,50 yes |2141,34740000 | 2164,18650000 | Before SASE1

T4 |XTD2_005 | 23| 22| TORA.2373.T4 |TORA |40,50 yes |2350,85240000 | 2373,69150000 | After SASE1

T4 |XTD4_001 | 24| 23| TORA.2790.T4 |TORA |40,50 yes |2767,56580000 | 2790,35450000 | Before SASE3

TAD | XTD4_003 | 25| 24 | TORA.2932.T4D | TORA |40,50 yes |2910,16580000 | 2932,91670000 | After SASE3
Entering the Dump

TAD | XTD4_006 | 26| 25| TORA.3065.T4D | TORA | 40,50 yes |3043,25080000 | 3065,96650000 | Line T4D

T4D | XDU2_000 | 27| 26 | TORC.3103.T4D | TORC | 100,00 | no |3081,40600000 |3103,77250000 | Main dump in T4D
Entry beamline to
TD1 (SASE2), After

T1 |XTL_038 28| 21|TORA.2038.T1 |TORA |40,50 yes |2015,71730000 | 2038,55470000 | separation

T1 |XTD1_001 | 29| 28 | TORA.2164.T1 |TORA |40,50 yes |2141,33730000 | 2164,10000000 | Before SASE2

T3 |XTD1_006 | 30| 29| TORA.2428.T3 |TORA |40,50 yes |2405,77430000 | 2428,32660000 | After SASE 2

T3 |XTD3_001 | 31| 30| TORA.2682.T3 |TORA |40,50 yes |2660,27440000 | 2682,72890000 | Before UND1

T5 |XTD3_002 | 32| 31|TORA.2744.T5 |TORA |40,50 yes |2722,46540000 | 2744,91950000 | After UND1




T5 |XTD5_001 | 33| 32| TORA.2977.T5 |TORA |40,50 yes |2955,38040000 |2977,77090000 | Before UND2

T5D | XTD5_002 | 34| 33 | TORA.3040.T5D | TORA |40,50 yes |3017,91370000 | 3040,27590000 | After UND2
Entering the Dump

T5D | XTD5_005 | 35| 34 | TORA.3149.T5D | TORA |40,50 yes |3127,39370000 | 3149,70660000 | Line T5D

T5D | XDU1_000| 36| 35| TORC.3187.T5D | TORC | 100,00 | no |3165,32290000 |3187,27980000 | Main dump in T5D

3 System Description
A single toroid can be described by the followingdi diagram:
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Fig. 2: Schematic drawing of a toroid station
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The system consists of the vacuum chamber withcénamic gap. The gap allows that the
electromagnetic fields of the beam induce someifiutke toroidal ferrite core of the monitor.

The flux is picked up by 4 coils (only one showrthe picture), added up to a single signal.
This signal is filtered and amplified. This fronteepart of the electronics is very close to the

beamling.

The amplified signal is then transmitted by a cabléhe electronics rack. Here some further
filtering and amplification is done before digitig the signal, and processing it in the FPGA.

% Radiation levels are expected similar to FLASH. fEhee have a similar setup, with electronics closte
beam, and no real problems up to now. We interitht@ the FE electronics below the girder, thusldbgeby

some iron. It will have no perfect shielding.




The charge information is then provided to the Gi*lthe front end computer and delivered
to the control system.

In addition to the readout via the control systdnfiast optical links are available. They will
be used as fast communication links controlledhgyRPGA firmware.

Further actions performed in the FPGA are:

* Receiving charge data from the next downstreamdsnaa a fast optical link. Up to
three links are foreseen, due to the branchingebeamlines.

* These signals are synchronized to the data otdhisd, such that charge comparison
for each single bunch is possible. Based on thmstapnized data the transmission to
the next charge monitor stations can be calculdtedase of poor transmission an
interlock is released on a dedicated interfac@éanhiachine protection system.

* In order to provide the next toroid in upstreamediion with data, the measured
charge is sent out on a fast optical link.

» At special locations near to the RF stations, agrotiptical link is provided to send out
low latency charge information to the LLRF systetm,be used for beam based
feedbacks.

In the following the components of a toroid statwii be described in detalil.

3.1 Vacuum Chamber of the Toroids

The vacuum chamber of the toroids has a lengtil6fr@m and CF50 flanges for a 40.5 mm
beam pipe and 250 mm length and CF100 for a 100beampipe. The length includes the
chamber with a ceramic gap in the centre surrourimedwo very short bellows and an
additional short bellow unit (see Fig. 5 and Fig. Bhis unit is required to take potential
stress from the ceramic gap, and thus is a safetgsore. In case of rigid and precise
alignment of the main toroid chamber, the bellowt oright be not necessary.

An exception will be the toroid at the gun. Thismitor will be based on the FLASH design,
since the design of the entire section will copyASH.



Fig. 3: 3D picture of the ceramic chamber for thearoids.

In the operational setup this chamber is not wsilsince it is inside the housing of the
transformer. The flanges are used to support thisihg of the toroid and are also part of the
electromagnetic shielding for the gap. A good eiesk connection between the flanges and
the toroid housing is provided by the use of RRrgprbetween the two componéhts

Due to the ceramic gap, the chamber must be ridixidyl to the support structures, so that no
forces can act on the ceramics.

The toroid housing will be assembled after clearand installation into the vacuum string.
To protect the ceramics during before installatainthe housing special connection bars
between the two flanges will be provided by WP1The housing will cover the entire
chamber and will connect to the flanges of the mezahamberTherefore the supports for
the toroids have to be fixed at the flanges of theeighbour components.

Maintenance might require the removal of the haggirthe tunnel and temporarily mounting
of the safety bars of the ceramic chamber.

* These RF springs are outside of the vacuum systhey are different from the RF shielding to minimiz
wakefield effects. These shieldings are insidevii®ium chamber and are used in non particle cleamlines
only.



Fig. 4: Safety bars serving as the transportationrad assembly locks mounted on the ceramics chamber
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Fig. 5: Cut through a 3D picture of a completely asembled toroid. From left to right one can see the
bellow unit and the ceramic gap (without RF shieldig) with the housing of the transformer. Furthermore,
one can see that the toroid housing is supported lilie flanges of the ceramic chamber.

There are two versions of ceramic chambers, onlke and one without RF shielding. The
influence on the impedance budget was evaluatecagrebd by beam dynamics group. The
first 10 toroids in the beamline will have no Rkedtling. The one in the remaining part of the

machine will get RF shielding. Independent on petcleanliness requirements toroids to be
used in the different dump sections will get nogRielding.



3.1.1 Sections requiring Particle Cleanliness

For sections requiring particle cleanliness theuuat chamber will get an open design, i.e.
without RF shielding of the ceramic gap. These dbens will be used before the main
LINAC and in the last particle free section aftkee tmain LINAC. Leaving out the shielding

allows for a simpler wet cleaning process.

158,6

$86h6
$40,5
$40,5
$86h6
|
|
$86h6

Fig. 6: 2D drawing of the toroid chamber and the bkow unit. This picture shows the unshielded versio
for the low energy part of the machine, where partile cleanliness is required.

3.1.2 Sections without Requirements on Particle Cleanliness

The vacuum chambers in the high energy part oXIEL, except the first one, do not have
to fulfil requirements on particle cleanliness. Rbese toroids there will be an RF shield
included. From the point of view of impedance theekl was checked and approved by the
beam dynamics group.
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Fig. 7: Version of the toroid chamber for the highenergy part of the XFEL without requirements on
particle cleanliness. For these cases the chambeashan inner shielding of the short bellow units cke to
the ceramic gap. The shielding minimizes wake fieldffects.



3.1.3 Toroids for the Main Dumps

As mentioned before, the toroids for the main dumvpishave an inner aperture of 2100 mm,
CF 100 (fixed/movable) flanges and an overall langft 250 mm (including bellow unit.) A
sketch of the chamber is shown below.

The dump chambers will have no RF shielding. Tleweethe same design can be used for
section with or without particle cleanliness requients.

gm m@@ %

Fig. 8: Sketch of the vacuum units for the dump seions.

3.2 Read-out Electronics

The toroids are read out by an electronics syst&xndan be divided into two parts (see Fig.
2), a front-end part and a back-end part. The femat part provides the signal conditioning
and amplification. This part should be as clospassible to the beamline. The back-end part
prepares the signal for the ADC and performs téidation that is followed by digital signal
processing in an FPGA. The latter will providea{orithms for the processing of the charge,
the interlock functionality and the communicatiorttie control system.

3.2.1 Front-end Electronics
(Author: Neumann, Wentowski)

Fig. 9: Block circuit of the signal chain for the broid read out.



The front-end electronics consists of the trans@rmickup. After the transformer the
summation unit is used to sum up the four signalsrte single signal. This signal is then
filtered and amplified. This front-end electronissrery close to the beamline.

3.2.1.1Transformer Unit

The pickup consists of the vacuum chamber withadamic gap. The gap allows that the
electromagnetic fields of the beam induce some fluxhe toroidal ferrite core of the
transformer. The flux is picked up by 4 coils. Tdignals of these coils are matched to the
cable impedance by RF transformers and passedteectors at the transformer housing.

The toroidal ferrite core together with the pickemqls and the following RF transformers is
located in an aluminium housing which is fixed wilr tight connections to the beampipe.
This housing (shown in Fig. 5 and Fig. 10) provitles mechanical support and the electric
shielding to the outside world. Special to the DBESBNIds is that the ferrite core and also the
housing are split into two parts. This allows adslgnof the transformers after the assembly
of the vacuum chamber and also makes maintenance easier.

In addition to the 4 pickup coils mentioned befaach toroid has two additional test coils on
the ferrite core. One of these coils is used tacedcalibration signals to the ferrite core, and
thus to the pickup coils. This coil will be callegst loop later in this document.

Fig. 10: View to the transformer inside the toroidhousing

3.2.1.2Summation Unit

(Author: Neumann, Wentowski)



Fig. 11: Picture of the summation circuit prototype

The summation unit (Fig. 11) adds the signals ef4htransformer coils in the pickup to a
single signal. This is done to be independent efalectron beam position. The transmission
of the signal from the toroid to the summation wités done using a symmetric scheme and
twisted pair cablés This scheme provides less noise; especially cammode noise is
suppressed. The transmission to the filter and i@emplunit is possible either in an
asymmetric or symmetric mode; also the polarityhaf signal can be adjusted. The distance
to the back-end electronics should be less tham.20

® The use of high quality network cables (CAT7) isrently evaluated.



3.2.1.3Filter and Preamplifier
(Author: Neumann, Wentowski, Werner)

Fig. 12: Pictures of the prototypes of the low padilter (left) and the preamplifier (right). The
preamplifier has several outputs, to allow for usig the analogue signal for different purpose. Onefdhe
additional channels is always reserved for an ostilscope for maintenance purpose.

The next unit after the summation consist of &ffiind a preamplifier. A Gaussian-low-pass
filter is used to shape the analogue signal. Tharpaters of the filter are chosen such, that
there is no leaking of the signal into the sigrfaihe next electron bunch. On the other hand,
the shape has to be flat enough to ensure preamplisig of the peak value. But the pulse
must not be flattened too much, to keep a goodasigmnoise ratio.

The preamplifier is an improved version of the afrgyl already used at FLASH. The
amplifier provides lower noise and is optimisedite XFEL operation concerning bandwidth
and amplification. The amplifier will allow for tworemote controlled switchable
amplification levels, so that the bunch charge bammatched to the ADC range. This will
improve the dynamic range, especially useful fer thharge operation.

In order to avoid ground loops all active elemesftthe frontend electronics will be powered
by a power line coming from the back end electr®i(iRTM)

3.2.1.4Calibration of the Toroids

The calibration of the toroids will be done in salesteps.

» Basic Calibration in the lab

All transformers will be calibrated on a test bemchhe lab. Using the same calibration
pulser and test setup guaranties comparable datibreesults of each two transformers
within about 1% RMS. Two steps are applied, onagisin antenna in the centre of the
transformer to simulate the beam, the other usiedouilt-in test loop of the transformer.
The measurements are used to determine the cadibbrabnstants of the individual
transformer. The measurement using the antennbeidbést method, but it cannot be
applied in the machine. Therefore also the measememith the test loop is done, and the
systematic shift of its result is documented.



* Beam based calibration tuning

If the lab calibration is not sufficient, the cablbion constant can be tuned beam based.
With an optimum setting and all beam loss moniteow any threshold, one can make
the hypothesis that all charge is transmitted betwo toroid locations. In this case the
reading of two consecutive toroids must be equmal,thus the calibration constants can be
adjusted. This method was used at FLASH for quiteestime, to tune the toroid system
for sensitive transmission measurements. The usevefage modes of the TPS might
require such fine tuning. But one has to be awatbeorisk that such a method can spoil
the initial calibration and might hide some undetdclosses. Therefore, the changes of
the calibration constants due to this method mesrball.

* Optional Recalibration in the machine tunnel

The calibration of a toroid can be checked in gitduhe machine tunnel. Using the test
loop the signal of the calibration pulser can bedfento the system and the entire signal
chain can be checked and calibrated. For this og@tispecial trigger output on the RTM
will be foreseen. The existing calibration pulsarstbe replaced by a device that can be
triggered. For these measurements the corrections the “antenna measurements” have
to be applied.

f)c.fgw“ i
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Fig. 13: Schematic of the calibration of the toroid in the tunnel. A calibration pulser is connectedo the
test loop of a toroid. The pulser will be triggeredby the toroid electronics. Then the complete sighgath
from the pickup to the display in the control systen can be calibrated.

There are no permanent calibration signals fore$aethe toroid, since the effort would be
rather high. In terms of calibration the precisrequirements of such an installation would be
very high, and all calibration devices would hawédoé cross-calibrated to each other. In order
to provide a possibility for a remote system cheoble, front-end electronics will include a
simple pulse generator. The signal, which can iggedred from the control system, will be
fed into the test loop. This allows checking theera¥l signal chain and some consistency
checks, but no calibration.

The repair of a system failure in any case requaceess to the tunnel.

® Since the toroid housings are made of two halfestransformer can also be dismounted without ingethe
vacuum system and recalibrated in the lab usinguienna method.



3.2.2 Back end Electronics
(Author: Werner/Nolle)

The back end electronics will consist of a doubied AMC module plus rear transition
module (RTM). For the AMC module the DESY AMCO02 (PK02) board is foreseen. This
design enables easy integration into the contrdlteming systems of the XFEL. Therefore no
special crates are foreseen for the toroids; tlagybe integrated in uTCA crates provided by
the control system group. This concept will alloging “the next uTCA crate” and thus
rather short analogue cables (less than 20 m).

The DAMCO02 board will provide all required interécto the control system via the uTCA
backplane, the processing power of the FPGA forrgghatransmission and interlock
processing as well as 4 fast communication linestker toroid electronics boards or the
LLRF system (as described in chapter “System Tapgdlo

The electronics special to the toroid readout d@dTtPS functionality will be located on the
RTM, specially designed for this application.

3.2.2.1The Rear Transition Module
(Author: Werner)

The electronics of the Rear Transition Module (RTééhsists of a filter, an amplification
unit and two ADCs for the signal path. The clockhpaontains a low bandwidth jitter
attenuator and individually variable delays for &iBC clocks. The clock is derived from the
TCLKA signal on the backplane (108.333 MHz) to avaxtra cabling between timing
system components and the RTM.

A synchronous sampling scheme was chosen, whickida® good signal-to-noise ratio
(SNR), compatibility to various pulse shapes and poocessing latency.

It is foreseen to calculate the timing offset aaduse it for a sampling phase feedback loop
and for digital amplitude correction.

The two ADCs will provide a reliable timing and pel shape -calibration during
commissioning and an improved SNR during standpedation.

The LTC2255 (14 bits, 125 Msps) was selected as AB€ause of its low latency and power
dissipation while providing the necessary SNR.
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Fig. 14: Frinciple signal flow in the RTM and connectionsthe preamplifier and the DAMC2 module

3.2.2.2Functionality of the Toroid System
(Author: Neumann/Werner/Noélle)

The toroid system shall provide the following funoility

* Measure the charge of each single bunch in thetbtram

» Deliver the charge data to the control system. d&a is accessible after the end of
the bunch train. Readout for up to 30 bunch trpgrssecond is possible. The interface
to the control system is given by the PCI Expressrface of the DAMCO02 board.

» Deliver charge data on a fast digital link to theRIF systems. Four toroids close to
the LINAC systems will provide fast bunch by bundata. The distribution of the
signals to the LLRF stations is not provided by WPIhese connections have to be
implemented by WPO02.

» Calculate the transmission and interlock on beamnstnission failures. The toroids
system includes a transmission interlock featumaned toroid protection system
(TPS) for historical reasons. This systems chebksttansmission from one location
of a toroid in the machine to the next ones (intigdranches) and makes sure that all
charge registered at one location is also seerhaatnext location(s) within the
specified tolerance limits. This system acts onuamch by bunch basis. If the
transmission is worse than required, the systemasels an alarm to the machine
protection system. The TPS is a second beam basatbck source in addition to the
beam loss monitors.

3.2.2.3Charge Readout to the Control System
(Author: Neumann/Ndalle)

The charge data calculated by the toroid electeowmil be stored as bunch by bunch data for
the entire bunch train on the AMC board (DAMCO2)isimade available for read out by the
control system server after the RF Pulse. A maxinbumch train repetition rate of 30 Hz for

the readout is foreseen.

The server and client software has to be providethé controls work package (WP-28):



» The server software for the toroids has to alloeeasing the charge data, as well as
ADC raw data. All registers of the digital hardwareist be accessible using this
server.

* Readout and display of the charge information afividual toroids in the control
room. This has to include the display of the entinarge vector, as well as history
data.

* Readout and display of the transmission of charpmgathe accelerator. The
transmission display shall display the charge repdas well as the percentage of
transmission of the charge, started at the gunreaching the location of the toroid.
This display hast to be customized in a way, titaee single bunch data of bunch #n
is displayed, or an average over the bunch train.

» Access to the registers of the toroid electromcthe DAMCO02 board. This allows full
parameterisation of the system. Save/restore towist allow saving a status after
optimisation or recovering a status after problems.

*  WP-28 supports WP-17 in creating a GUI for the adstiation of the toroid server
programs.

3.2.2.4Charge Signal for the LLRF System
(Author: Werner/Nolle)

The toroid system is suited to provide fast actessharge data. This means that the toroid
data is processed online, and bunch by bunch dgteovided with a latency of about 1 us
over a fast digital link This link is foreseen mainly for the LLRF systefos compensation
of the beam loading and beam based feedbacks.

Data will be transmitted over a fibre optics lirkirfjgle Mode Fibre) with a raw data rate of
1.083333 Gb/s (1.3 * 10 / 12 Gb/s) with 8b/10b elicg, corresponding to a payload data
rate of 108.333 MByte/s. Charge and status infamnahas to be transmitted, a return
channel is not foreseen. It should be investigéitdde LLRF system can receive the data
optionally with double that speed (2.166666 Gb/s).

WP-17 provides for each LINAC: INJ, L1, L2, L3 ehat the position of the toroid
electronics or at one location specified by the ELRVP-02 is in charge of the distribution of
the data along the RF stations.

3.2.2.5Charge Signal for other Systems e.g. the Photon Sgms

The fast digital interface described in the sechefore is available at all toroids. Therefore, it

can be used also be other systems, e.g. the phgstems. WP-17 will provide the signal at

the location of the toroid electronics. The sigmahsfer to other systems has to be provided
by the requesting system.

3.2.3 Toroid Protection Functionality
(Author: Werner/Nolle)

" The latency estimate does not include the latelngyto transmission to the RF systems via long$ibr



As already mentioned before, the system provideduhctionality to control and to interlock
on the transmission of charge through the accelerat

3.2.3.1System Topology
(Author: Werner/Nolle)

The TPS has to cope with the requirement that timelp train can be distributed into several
beamlines. Therefore a different topology is reegiias in case of FLASH, where the TPS
“simply” does a comparison of charge measuremdasedo the gun and close to the dump.

The idea of the TPS is to make sure that any changé has passed toroid, | measured
again in one of the following toroids,:k, 8 Therefore the toroids,T; ; next to the toroid T
transmit their charge measurements govia fast digital fibre links. The electronics airoid

Tn synchronizes the data, so that bunch by bunch aosgm is possible. Using the additional
bunch pattern information provided by the timingteyn (see next section “Bunch Pattern
Definition”), the TPS knows which bunch has to agpat which of the possible toroid
stations. The transmission check is now basechemtinciple, that the charge af must
arrive at the expected following toroid.T ; within the given loss thresholds. Following the
same principle the toroid,Ttransmits its data to,k, and the .1 toroids receive data from
their further downstream neighbours.

The basic idea of the topology is shown in Fig. 15.

Fig. 15: Basic idea of the topology of the TPS shamin the simple case of a straight beamline. Charge
information is transmitted backwards from Toroid T .+, to Toroid T,. At this location the upstream data is
compared with the charge measured at position of T

The maximum number of branches is given for therbdetribution section, where the bunch
train can be split up into the two SASE lines amel heamline to the dump. This situation is
shown in the figure below.

8 Tus1,+ The “n+1” indicates the next toroid downstreard dii’ is an indication of the possibility of a
branching into two beamlines.



Fig. 16: Sketch of the topology of the toroid protetion system.

In addition to branching also intentional loss dfumch has to be covered by the system. This
is possible using the bunch pattern informationisThformation tells the TPS beforehand,
how far a bunch can get in the machine. In thig ¢he TPS will issue a failure, if a bunch,
which should be dumped by a kicker magnet or odlestructive device, is reaching a toroid,
where it should not appear.

An alternative topology to the single chain, shawifrig. 15 providing higher redundancy is
currently also under discussion. It is shown in Kig In the double chain the sections
surveyed get longer, but due to the fact that abMawo toroid pairs cover one section, one
system might fail, without causing a break in thk TPS chain.

The installation of the optical fibres for the torad system should be done such that at
least two fibres for the TPS are in one bundle andre installed on a patch panel. This
would allow switching topology from the simple char to a double chain by simple
rerouting the fibres by means of bridges.

3.2.3.2Transmission Detection Schemes
(Author: Werner/Nolle)

The TPS will check the transmission for the follogifailure conditions:

* Bunch by bunch transmission failure:
If the charge values of an individual bunch measwaeneighbour toroids differ by
more than a given threshold, an alarm is sent @oMPS. The threshold can be set
individually for each toroid system.

» Total charge loss per bunch train:



If the total charge lost between neighbour tor@xseeds a given threshold within one
macropulse, an alarm is sent to the MPS. The tbléstan be set individually in each
toroid system.

* Moving average transmission failure:
The charge lost between neighbour toroids is aeetagver a given number of
consecutive bunches within one macropulse, usimpwng average. If this threshold
is exceeded, an alarm is sent to the MPS. Thehbie@sind the number of bunches to
be averaged can be set individually in each toetadtronics.

* Bunch pattern failure:
The TPS compares the bunch pattern recognizedsatodation with the one
announced in advance by the timing/control systéitinere is a difference, an alarm
will be issued.

The thresholds mentioned will be given in termgludrge, thus as absolute values and not as
relative values. The reason to use absolute vaddlsat the damage thresholds and also the
systems sensitivity depend on charge and not ativellosses.

The TPS will provide these alarms on the interflocéhe machine protection system with a
latency of about 1 [isFor the TPS the MPS interface will consist ohddpendent RS422
lines. The protocol of this interface (e.g. lengfithe alarm pulse) has to be specified by the
machine protection system. Each of these alarm$eanasked individually inside the MPS
via a control system interface.

3.2.3.3Bunch Pattern Definition

Since the TPS will compare the expected bunch npattéh the actual bunch pattern in the
machine, the expected bunch pattern for each tdomation has to be known beforehand.
This information has to be provided by the consgstem. This information is not only

required by the TPS, but also by other systemsKigleers, the MPS or the photon beamlines.
The information should also be used to generatepthse pattern of the injector laser. The
pattern should be accessible as readable propeftibe timing modules. The actual pattern
must be available at each location with high rdliighin advance to the next bunch train.

Therefore, it is proposed to transmit the datdendata stream of the timing system.

The bunch pattern at a given location depends endistribution of bunches onto the two
main SASE lines and the dump line in XSE. In additthe pattern depends also on the
setting of diagnostic systems like the kicker systef the TDS diagnostics in the bunch
compressors.

° The latency does not include additional delay wueable length.



Fig. 17: Typical warm section in the low energy parof the machine. The structure with 2 kicker magnés
and a transverse mode structure repeat in the injgor and both bunch compressors. Each kicker and the
TDS is an “intentional loss point” in this section.In addition these sections have a dump, where trentire
beam can be stopped.

To make this information available beforehand iprigposed to distribute a vector consisting
of 2700 elements corresponding to the maximum nurabéunches, and containing 1 byte
per bunch. This byte contains a code of the lonadind the device where the bunch should be
kicked or dumped. This information can be useditmeér devices like abort or distribution
kickers, as well as TDS kickers. From this inforimatthe toroid electronics can derive the
required bunch pattern at its location. Furtherntbig information can be used for setting the
MPS masks individually for each bunch in the traicording to the operation mode. For each
possible loss point a code has to be defined. Alegrto Fig. 17, four codes each have to be
defined for the injector, bunch compressor 1 amthwompressor 2, taking care of

» The two kickers of the TDS system

* The TDS system itself, and

* The branching dipole into the commissioning or d@gjics dump.
Two codes are needed for dump and distributionetgkn the XSE. The system should
provide some “space” for future codes, like the XFtension by further beamlines and a
second experimental hall. The second injector tedor XFEL would be a “second source
of electrons” in the system. A special bit to sigtie “active injector” allows integrating of
two electron sources into this system. Neverthetews data byte per bunch (7 bit used for
coding for the “loss actuators” and 1 bit to code &lectron source) should provide enough
possibilities.

If one of the “intentional loss actuators” failfiet dump kicker of the distribution system
should send all bunches with an end location othen the dumps T4D and T5D onto the
dump in the distribution system.

A more precise definition of the bunch pattern wiéfhn should be a part of the detailed
technical specification of the timing system.

4 Interfaces

4.1 Vacuum System

(Nolle/Siemens)
(Check: Lilje)



The specification of the vacuum requirements ferehtire XFEL is published by the vacuum
work packages:
e http://ednsdirect.desy.de/ ednsdirect/baseline.jsp?ednsi d=*1383041

* Vakuum 005/2008, General DESY UHV Guidelines fochiam Components

* N. Mildner et al., Specifications for the Vacuuncgens of the European X FEL,
D00000001975641 on EDMS

e MVS und ZM, Qualitatssicherung bei der Entwicklunghd Fertigung von
Vakuumkammern, 11/2009

The toroid vacuum vessels have to be built compt@these documents.

All vacuum components need to pass a review byalsaum group in charge. This review is
part of the PPR. Details of cleaning, handling #mel hand over procedures for installation
will be fixed during the PRR process.

4.1.1 Particle Free Sections

(Nolle/Siemens)
(Check: Lederer)

This chapter applies to the sections from the guthé main LINAC plus 30 m after the
LINAC. For all other parts there are no requirersazancerning particle cleanliness.

The toroid chambers in these sections have to b&clpaclean according to ISO 5 (clean
room class 100).

WP-17 will provide the ceramic chambers to WP-18 dieaning in the DESY clean room
facilities (MVS). Cleaning will be done by WP-19.

Details of cleaning, handling and the hand overcgdores for installation will be fixed
during the PRR process.

4.1.2 Supports

(Author: Nolle/Siemens)
(Check: Prenting/Meyners/Lilje)



Fig. 18: Toroid transformer completely with housing One can see that the housing is supported by the
flanges of the vacuum chamber.

For the XFEL the alignment tolerances of the vacusystem are determined by the
impedance budget, putting requirements on the gdmesplacement of the flanges. There are
no further alignment requirements from the toroitikerefore, there will be no alignment
marks on the toroids.

The toroids require a stable support of the neighlmomponents that prevents forces to act
on the ceramic gap. In case the support is noteseatough, or provides individual degrees of
freedom for later adjustment, the additional bellovit has to be used.

The optimum design would be to fix the flanges bé theighbour components rigidly.
Supporting the flanges of the toroid ceramic chanmbeot possible, because they serve as
the interface for the transformer housing. Themsfdhe neighbour components or flanges
have to be used for the supporting of the toroids.

4.2 Control System

4.2.1 Control System Hardware
(Author: Noélle)

The toroid and TPS electronics is based on the DABRBoard. This AMC board is planned
to be hosted by the pTCA system next to the lonatibthe toroid. The distance should be
less than 20 m. These pTCA systems are suppli¢hebgontrols group within the framework
of WP-28.

The timing signals have to be supplied by WP-28aitkeon the required signals are given in
the timing subsection.



WP17 will provide the necessary funding for a slithin such a crate. There is currently no
restriction known for the use of the other slotshia W TCA crate by other applicatiofs.

4.2.2 Control System Software
(Author: Nolle)

WP-28 provides the required software to accessottoed data. This includes the toroid server
with the interface to the AMC board and some basftware to read the charge data from this
board. Furthermore basic client software is neetedisplay the data of a single charge
monitor. A middle layer server is requested for collectihg transmission data along the
machine. Date from this server shall be used tplaygthe transmission along the machine.
For the technical and beam commissioning, the XBhtrol system has to provide all
functionality and infrastructure required to pernfothe relevant commissioning and basic
operational tasks, including:
» Synchronized readout, and archiving of all relevaharge, ADC and relevant
diagnostics data for each bunch train
* Visualisation of the charge information, either as
o Charge of the bunches along the bunch train
o Charge of bunch n along the machine (n to be chbgéhe operator)
o Transmission display of the “averaged charge” & banch train
* Read/write access to all relevant toroid systemarpaters and settings
» DOOCS also provides an API to access toroid dath system parameters by
MATLAB or C code.

42211

4.2.3 Timing System™
(Author: Werner/Nolle)

The design of the toroid and especially the toprmtection system requires detailed
knowledge of the XFEL timing system.

The following features have to be available anatigedy defined:

All uTCA crates, at least the ones containing mesluor toroids or wire-scanners, shall
provide the following signals on the backplane:

* Clock of 108.3333333 MHz on the dedicated “TCKLAbck line,

» Accelerator data on one of the differential busdin

» A pre-trigger on one of the differential bus lines.

The desired properties of these signals are exgiamthe following:
Clock of 108.3333333 MHz (TCLKA):

This shall be amn-modulated clock without phase jumps The phase relation between the
positive edges of TCLKA and bunch 1 between the guoh the first bunch compressor shall

19But there are no placement restrictions for EMIsitare and EMI-disturbers. Especially magnetic ¢engt
(DC/DC, relays, and bad layouts) will be hard t@kh That is a point to be watched, be awarewdffen
assembling into a crate with random neighbors.

1 The details on the concept of timing system séka to be fixed with WP28. Therefore, some changethe
concept cannot be excluded.



be a fixed value. This phase relation shall bestal#ished even after power down in the
timing system, the master oscillator or the ing@ttiaser. If the timing of the injection laser
changes due to modifications in the electrical ptical path, this shall be compensated by
electrical phase shifters. A beam arrival monit®AN) should be used to check the phase
relation between the master oscillator (MO) anddbuh continuously.

The jitter of the TCLKA signal should be below 5GRBIS. As agreed with the control group,
this value will be achieved by routing the lowgittsignal from the timing slave (approx. 10ps
RMS) through a dedicated low jitter clock distrilout chip or clock multiplexer in the MCH
to the uTCA slots.

Accelerator data:

Data on bunch patterns (see chapter on this tapitis document), a timestamp, an ID of the
actual macro pulse and other data (still to bendelj shall be available on the backplane
before arrival of the macro pulse. The format Wwél fixed by the control group in agreement
with the users, and the control group will provate“IP core” (a piece of FPGA code) which
allows decoding of the information inside the FPGQA.is recommended to send this
information as early as possible before the follgyvmacro pulse to avoid corruption of the
timing precision during the macro pulse due to ntaiihg of the optical fibre signals within
the timing system.

Pre-trigger (Mainly required for the wire-scannartfy using the same hardware):

The pre-trigger shall take place 30ms before bunoli every macro pulse, this large time is
necessary for the wire-scanner. A time of 30msesponds to 3 250 000 cycles of TCLKA
(108.3333333 MH2z). It is recommended to fix thisuea so that always 3 250 000 TCLKA
cycles are between the pre-trigger and the bunitigder for all crates containing toroids or
wire-scanners. The individual pre-triggers for eapiplication can then be derived from this
pre-trigger by counting the TCLKA clocks inside theGA.

The pre-trigger will be used to select a certaisifpee edge of the TCLKA clock; therefore it
has to meet the setup- and hold-times requirecheyFPGA. A pulse width of approx. one
TCLKA period (9.2 ns) is recommended; the timingenainty is not critical and can be 2 ns
for example, as long as the setup- and hold-tim#srespect to TCLKA are met.

4.2.4 Machine Protection System

The toroid electronics provides an interface torttaezhine protection system MPS. On the
RTM 4 RS422 lines will be provided to signal di#fet alarms to the MPS. The use of more
than one interlock line enables the MPS to redttrmintly on the four interlock conditions of
the TPS.

The MPS will take care of masking the interfac@dinin case of customizing the alarms to a
dedicated machine operation.

Technical details on the interface will be agregd\i?17 and the MPS team.

4.2.5 Fast interface to Bunch by Bunch Charge Data

The toroid electronics provides a fast digital ifdee providing bunch by bunch charge data.
Data will be transmitted over a fibre optics lirirfgle Mode Fibre) with a raw data rate of
1.083333 Gb/s (1.3 * 10/ 12 Gb/s) with 8b/10b elicg, corresponding to a payload data
rate of 108.333 MByte/s. Charge and status infaondtas to be transmitted, a return



channel is not foreseen. Users of this connectawe ho provide the connectivity to their
systems.

5 Failure of the Toroid Systems
(Author Nolle)

Since the toroid system belongs to the basic distgnsystems and the TPS is an essential
sensor of the machine protection system, the asplesystem failures will be described
shortly. A failure of a toroid system means, thatyatem delivers no or wrong charge data.
This includes failures of the measurement itselfinel as communication failures to the
control system and neighbour toroid systems.

* Single, Short Bunch Mode; the machine is operatia lpunch train durations shorter
than the overall reaction time of the machine mitas systerif.
If a toroid system fails, there will be no charggnal from this system. Since also the
BPMs will provide charge information, the situatidar this operation mode is
uncritical. Operation can be continued, without onagstrictions.

* Operation with long bunch trains
If a toroid system fails in case of long bunch @pien, the charge display can also be
taken over by neighbour BPMs. But the chain of TiRS system gets broken. This
will affect the TPS functionality from the brokeoroid system to the next one
downstream, and to the previous one upstream. fidferpble action in such a case is
instantaneous repair, meaning tunnel access. Queramight be continued by
masking the corresponding alarms in the MPS, hatwhil result in a lower security
level of the MPS system. A more complicated anderexpensive network topology
of the optical fibre connections of the toroids Wbgive more redundancy. But the
topology described here is communicated and adrgd¢de PM (MLC).

2 This time is defined by the reaction time of th@®sensors, the MPS electronics and the involvete ca
lengths. An estimate of this time is between 10 2@dus. This time also defines the number of bundhat
might hit machine components in case of failurel trus defines a requirement on robustness for oaemts,
that can be hit in case of failure.



