Minutes of the Train Builder meeting (18.2.2010)
AER 5.21, C.Youngman (last revised 22.2.2010)
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1 Attendance list

WP76: N.Coppola, S.Esenov, D.Wilson and C.Youngman.
LPD+TB: B.Halsall and J.Coughlan.

AGIPG: P.Goettlicher and L.Steffens

DSSC: A.Kugel (telephone/EVO).

UCL: S.Cook, M.Postranecky and M.Wing.

FEA: |.Sheviakov and M.Zimmer.

KIT: M.Balzer and D.Bohrmann.

The minutes, agenda and talks are reachable via:
http://www.xfel.eu/project/organization/work_packaséwp 76/dag/2d_pixel_detectors/meetings/

Actions are rendered bold.Underlining of text is used to highlight: sub-seas, answers to
actions, and points which are not actions.

If you do not have time to read the text fully, rirekip to the actions section.

2 Introduction — C.Youngman

The following points were addressed in the intrdduncslides:

= Status of contract3-he contract with UCL for CC development was s@jireDec.2009.
The contract, which replaced the in-kind fundingctrenism, for the TB development is
ready. The UK pull out as a EuUXFEL shareholdehatdnd of Dec.2010 is a complication,
a memorandum defining funding is being producedth Bides agree to proceed with
development.

=  Website WP76’s websiteéittp://www.xfel.eu/project/organization/work_packstwp_76is new and
usage tips are given on the entry page.

= Mailing lists TB and CC related mail lists have been created: xfel-wp76-
tb@xfel.ey andxfel-wp76-cc@xfel.euThese should be used for sending emails to the
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addressees concerned. The lists are private (ubscrgptions are not allowed), to get onto
the list follow the instructions on the entry wegpaThe address list can be seen from the
entry webpagePlease check that the mailing lists are complete drcorrect.

= Single crate DAQ developmeM/P76 has started trying to organize the developroeat
single crate DAQ system for use with experiment diagnostic instruments with lower
DAQ performance requirements than those of the 2Bl pletectors. The slides show: a
showcase experiment, similar developments for t(NeAC machine, and some initial
conclusions. Matthias Balzer and Dietmar Bohrmdrum Karlsruhe Institute of
Technology, are currently investigating collabaratprojects within the single crate DAQ
development. Feedback to and from the 2D-pixelsaangdle crate DAQ are likely, e.qg.
LINAC groups at DESY and SLAC are trying to starize timing receiver and machine
protection systems (time scale ~2 years?) whichbeiinteresting. The single crate DAQ
could also be a provider for VETOs, see commenteahately below. The next weeks
should be used to clarify this development.

= The aim of meetingAs always: to review the status, check the tinfeedales, find and
close open questions, etc.

o One interesting point is that data from LCLS is renailable for 1Mpixel detectors,
e.g. CAMP.N.Coppola will provide feedback w.r.t. non lazing pilses and other
potential vetos and details of data reduction andq@cessing (correction) from
CAMP at LCLS. A brain storming meeting is being planned. This is interesting
for the 2D pixel detectors and for checking assuongtmade in the computing
TDR.

0o UCL'’s requirements (when and what) for access to Tining Receiver boardshas
to reviewed as K.Rehlich does not have many and théave some interesting
features.

3 Actions list from last meeting

1. The ability to remotely download firmware (ASIC aRBGA) and reset systems when hung needs
addressing — this capability should be a requirerfzerall detectors. All detector FEEs should serala
statement about how they currently plan to accashghis in the next weeks.

This point is answered in the FEE status repoxbel

2. The LPD FEE group should state their requirement. the input veto signal to their FEE.
Either the old 5MHz yes/no, or 100MHz with bunchnher encoding and a low (specified) latency
requirement. As update work on the C&C specificat®underway, the statement needs to be
available within 2-3 weeks.

The requirements from the different detectors are:
LPD want a synchronous fixed latency VETO clocks tan be 4.5 (yes/no) or 100 MHz
(encoded bunch number).
= AGIPD want the 100 MHz VETO clock with encoded bamumber. They do not need it to
be synchronous with the 4.51 MHz bunch frequency.
= DSSC want the 100 MHz VETO clock with encoded bungmber. They do not need it to

be synchronous with the 4.51 MHz bunch frequency.
What the CC provides needs to be written into thepec so that the FEE groups can shout if

incorrect.

3. The C&C group should quickly state what loweguency bound they need — communicate this
to the rest of us so that Kay can be informedsuas that this has to be done within the next 2-3
weeks.

This is addressed in the CC status talk.
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4. The FEE groups (ASIC...) are asked to make ars@ieabout a whether 4.5MHz bunch clock
is acceptable. Please send an answer to m& hip®.

This was done and 4.51 MHz bunch clock is now aiXBesign number

5. Martin and Dana will provide an updated defonitof the C&C fast and network interface
(protocols, content...) within the next 2-3 weeks.

This was done, see comments in the CC statusTthék CC fast signal spec is now on the
website.

4 C&C status and fast signal definition — M.Postran  ecky

Fast signal definition and implementation changeseslast meeting and video meeting:

= 4.513889 MHz clock is the bunch frequency

= 99.305558 MHz will be distributed to the FEEs (R&.fold multiplier)

= CC will provide individual programmable delays @st signal lines, using the ODELAY
feature of Xilinx FPGAs, for fine tuning. This apgs to fast signals of fanin and fanouts.
The ~500 microsecond delay range is sufficientles fagnetic-decouples are no longer
used. Note that an overall, global, delay will pdavthe initial timing in of the detectors.

= Two signal coupling alternatives now exist:

0 AC coupling with Manchester coded signals.
0 LVDS repeater system (used by ATLAS down the corridom Martin at UCL).
This will be tested in the next 4 weeks — if OKvitl be used.
» The START train message’s 32 bunch ID contentbgldecided later, it can be:
o Derived from the train number distributed by thmitig receiver board, or
o A incremented counter starting from zero (requatesing start train number ID
from timing system at counter start)

= Uncertainty still exists regarding the number of bts in the train number distributed by
the timing system. The same applies w.r.t. the magte protection system — needs
resolving.

= The CC system is aiming for 100 picosecond timioguaacy.

» Fast signal commands VETO and a NOVETO exist. TR&@ @ contains the bunch number
to be vetoed. The NOVETO contains the current bumehber of the train.

» The fanin signal will be 100 MHz and it is foresdbat information can be encoded on it.
The AC coupling scheme used will be the same afafwut signals. The state is kept at the
fanin side.

» The lowest frequency for the external clock will 0 kHz.

Details of the prototype board being designed Aedcbnnectors to be used were shown. Testing of
the PLL circuit using an ICS evaluation board i;genade.

There was a discussion of the quality of the R¥38ecto be used for the 5 m needed. The outer

shield will be connected at the CC end (this n¢edr inserted into the spec).

In conclusion, everybody agrees about the defmitibthe CC fast signals. A brain storming VETO
meeting to understand what VETO generators therama their latencies is planned. The VETO
will be important at XFEL.



5 C&C work schedule update — M.Wing

The contract with XFEL has kept the starting ddt®ct. 2009, but the contract was signed in Dec
so some slippage has occurred. The advertisemetitd@ngineer is out and the earliest that the
position can be actively filled iS"April. In the meantime work will continue withotite engineer.
Some rescheduling may be required w.r.t. to thgirmal time schedule Master and Slave prototypes
were envisaged at the end of 2010 — this is likelslip till March 2011. We need to know if
slippage in the detector rollouts will allow thithe answer was that this was probably the case —
the FEE groups would check and give feedback. GimisMark will coordinate this during the next
few weeks.

6 Software status — C.Youngman

An overview of the software being developed for @iRel detectors was given. The tools used and the
aimed at roll out (Step 1 “2D system” and Step FEX wide system”) were described. Look at the slide
for details.

The DAQ and control system foreseen for the 2D{piegectors is characterised by:
= Sub-systems of the experiment communicate throughssage hub, using reliable transport
protocols, with a known content (e.g. XML...), a dmgessage definition schema, and uses a
publish/prescribe delivery model.
= Messages to and from external providers are irdedaia gateways.
= Alocal database is used to provide and store @rpet specific configuration information. This
database is periodically synchronized with a XFEdeaprinciple database.

A number of developments for Step 1 have been made:
» The connectivity architecture has been defined.
The messaging system frame work to be used hasdesegned and implemented.
The log4j logging system will be used.
Work on connecting hardware has started.
The configuration of the system using databasegtanthessaging system is designed and
implementation work has started.

The following talks of Sergey and Dana address sointieese points in more detail. The aim was toasho
working test system at the meeting, unfortunatedywere too late but hope to have it available $hort

7 FSM, configuration and RC — S.Esenov

Details concerning the implementation of:
= the RC model,
» the XMS messaging system,
» the Finite State Machine (FSM),
» database connectivity, and
= connecting HV hardware,
Were given — check the slides for details.

8 AGIPD micro and software intergration — D.Wilson

Described work on the ARM micro controller with tA&IPD FEE people, the interest of WP76 in thitois
get hands on experience of the FEE systems plaorssiused and include at least a few of thesegn t
software development explained in the previous talks.

Based on the system requirements, Phytek LPC32&l0ation boards were purchased. It is intendedéo u
the system with Linux (= open source and flexi@alopment environment) which will be network babte
and use NFS to serve any file systems required.dt@##=12C and GPIO lines will be used to configamnel
readout controlled devices and communicate wittFHR&A receiving the CC fast signal information,
respectively. More details concerning the 3250géaren in the slides.

-4 -



The following issues have been investigated:

= Setup and configuration of the linux systegsing TFTP (same subnet limited) the system boots
from the network. NFS mounting of file systems a0 tested successfully.

= Code development environmehfIB and a cross-compiler are provided as patheflinux
installation for coding.

» Interrupt handling and notification to user spamegpams A compact kernel module was written to
catch interrupts and the send_sig_info() kernélisalsed to start a user space program to hahdle t
interrupt initiated action. Typical interrupt-toardatencies of ~200 microsecs were measured (using
a signal generator and fast scope). The maximuenofanterrupt handling by the 3250 was 600 Hz
— well above the 30 Hz requirement of XFEL operat©peration with higher train rates (i.e. at
LCLS) will need a modification in the working model

= Network performance and context switching perforogafhe 100 Mbit/s Ethernet link was tested —
no surprises were found and the throughput asctitumof block size was as expected. The context
switching times were measured using the Imbende suswitching times of 150-200 microsecs
with little dependency on number of tasks runniregevmeasured.

» Messaqging and integration into the Step 1 softwamronmentDuring the last few days work has
been done of porting Step 1 code to the 3250 H#dta non Java environment. This work will be
finished soon.

WP76 will use the 3250 as a testbed, but will penfao further development work w.r.t. AGIPD — adde
until AGIPD are ready to test the FPGA-t0-3250 amxmtion (to drive the interrupt properly).

Points which arose during discussion:
*» The boundary where WP76 software development ends the FEESs has to be defined
= The FEE groups have to be brought into the softwardevelopment discussions.
= Where are the boot- and file-servers located? OCRC CPUs.

9 LPD FEE status — J.Coughlan

The development towards a super module (= 1/16 LPD)

= Mechanical design on time

= ASIC submission in May with testing in August(?)

= Super module test with link planned Q4/2010
More realistically the March 2011 CC slippage cditlthe super module availability — however
some modules will be available for readout teskipghe end of the year.

The FEE FEM interface card design is progressingnt to have the board available by the end of
the summer so that it is debugged and workingHembhodule tests abovBchematics and layout
designs are being worked oFhe design of the CC physical interface is requikto fully design

the LPD FEM. The solution needs to be tested and eepted by all user FEEs — Martin will do
this within the next month.

Firmware download and reset functionality are nowderstood in principle. Firmware for the
microprocessor, data processor... (i.e. where usgatap may be required) will be updatable via
the network and a reset by the CC fast signalifiiereseen. Network firmware updatability does
not include 10 only type devices. The LPD dete@ayuaranteed to power up into a workable state!

10 DSSC FEE status — A.Kugel (for T.Gerlach)

Thomas is ill and Andreas gave the presentation.

The marked in red items on the Ladder-Transceasut slide were question marked, the answers

are_the control network protocol should be TCP theddata link protocol can be UDP or custom
FPGA-EPGA.
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The possibility of generating an internal STOP wtiemmaximum number of pulses to be stored
(or which can be sent through the TB) is reachesl discussed — it was not really possible to come
to a definitive decision as the gain seemed uncleasas left open to the FEE to decide what to do!

Coding of the FPGA to drive the DSSC 10GE linkmgoing — this development does not use
Igor's work. Testing against a PC 10GE NIC using slgstem implemented for Igor could be made

available — Thomas should get in touch to see wéiatbe done for 10GE PC tests.

The CC fast signal specification note has not beabjected to by any of the FEE groups. The
modifications decided during this meeting to the aatent (NOVETO to include the current
bunch number, specification of the bit order to beused in transfer) will be inserted and the
note put on the website. Modifications to the implmentation (LVDS repeater) will be
published when made — hopefully in 4 weeks. This @can now be used as input to FEE
FPGA programming.

Downloading firmware by the network interfaceasdseen — firmware is uploaded into the
“design Revision Control Logic”. The status of hiangl the reset from the CC fast signal is not
known.

11 AGIPD FEE status, micro, 10GE — P.Goettlicher, L .Steffens
and |.Sheviakov

One file with three talks - contents are:
= Mechanical concept (PGAGIPD may go to 16 for CC fast signal and 20 fdndthet slow

control. This modification is driven by the meclealidesign of >1MpxI detectors — is the

maximum 8MpxI|?

Clock rates (PGNo new requirements w.r.t. CC fast signals.

A reminder: control concept (PGA.reset on the CC fast signal line is caught iyRRGA

and will be sent to the micro (3250). A reset traited by an Ethernet message to the

micro can be sent to the FPGA. The micro-FPGA emgbhawill use GPIO lines and an, as

yet unspecified, protocol. The remainder of thdesls known.

= Slow control concept via Ethernet (P®pwnloads of user firmware can be expected per
experiment. Download of configuration parameterghhhappen per run — at least a check
must be made that the configuration (and firmware)correct,_All writable configuration
information should be readable and therefore chi#eka

» Firmware management for microcontroller via CC (L@peration of the micro requires: a
DHCP server, a boot server and a NFS file (diffederectories per micro) server (i.e. by
the CC or RC PQsThe file sizes for configuration are likely te large (many tens of MB).

= Firmware management for FPGAs via CC (IB)e firmware downloading scheme of
AGIPD was described. The bottom line is that tlipineement of network downloadability
will be provided although discussion is still recal. Internally two parallel
implementations exist: a SPI micro channel and @A&ABTAG chain.

» 10GE status (ISpome modifications to the connector pin allocatibage been made to be
compatible with recent evaluation boards. The #§MCs should be delivered in thg 1
half of March.

12 TB status — J.Coughlan

The status of the demonstrator board, a %2 TB prp#otwas presented. The baseline layout shown én Oc
has been reorganized: FPGAs and memory banks ke@verboved to provide space for the power and clock
systems and improve cooling, and the cross-poiiitkwas been moved to the backside and posititmed

-6 -



allow short and long connections testing and minies|to the FPGA. Serious layout work will starbeg
most components are available onsite. Programmipgast for the final microTCA boards will be looked
for and welcomed.

The memory rate measurements shown at the lasingeetre summarized. The nominal maximum data
transfer per FEE-TB link is 5.37 Gbits/s ( = 1/Mypkl) x 2 (B/pxl) x 512 (frames/train) x 10 (Hz) BEach
input side FPGA receives 2 links, the FPGA'’s r/iwni@mory rate is 4 x 5.37 Gbits/s ( = concurren),r/w
use of 2 memory banks halves the total memory étfuired per bank to 1.28 GB/s, which is less than t
1.8 GB/s measured on an evaluation board. No shappers are seen. Including header information will
reduce throughput slightly. Transferring small lllezes across the switch during formatting shdaeld
avoided by suitable frame formats.

Bottlenecks limiting throughput will arise in thellbwing order: memory, input links, and finalllyet
switch. The demonstrator board will allow testdha final concept; no evaluation board exists \aittihe
required features, including data formatting iss@eer comments: Vertex 5 = DDR2 and Vertex 6 =
DDR3. 30 Hz XFEL operation = 512/3 frames per tthiroughput.

13 TB FPGA and cross point switch status — R.Halsal |

Work continues using evaluation boards to testdspects of the FPGA implementation, see work
list in slides. Currently the XAUI-Aurora-Xpoint Iseing investigated. A PClexpress/SFP+ board is
ordered and will allow testing of XAUI to 10GE PHYnnections. The demonstrator board will
provide the final test environment including mic@A functionality including powering
requirements.

Discussion: Expect Vertex 7 will have ARM hard corather than PPC. Using a Vertex 6 was
considered, but will stick with the Vertex 5 (foowa).

Devices requiring firmware for a TB board were showIn summary no show stoppers are seen.

The memorandum for continued funding is required fa financial year 2010, i.e. by 1 April .

14 Summary of meeting

The meeting has answered a number of questions:

= The definitions of the CC fast signals are nowlfzel and can be used (update of website
needed)

= The CC to FEE fast signal coupling will be finalizeithin 4 weeks.

= Slight rescheduling required of CC rollout.

» FEE will update firmware over the network and use €C fast signal reset.

= We have seen that the software is beginning toapmed a video conference with FEE
users after Easter should be planned.

» The time schedule should be reviewed and moreldetded.

= VETO generation should be address before the negting.

Many issues that will have to be addressed (not mawvsoon) exist:
= Schemes for handling serious malfunction by expeitis appropriate tools must be
available.
= Powering up and down the FEE — any restrictiondeioof powering... requirements for
interlocks both hardware and software. (DAMC2 bdatdrlock usage?). detail needs
sorting out — PG says for the next meeting.



15 Actions
All the bold highlighted points in the text are neped here:

1.
2.

Please check that the mailing lists are compledecanrect.

N.Coppola will provide feedback w.r.t. non lazingises and other potential vetos and
details of data reduction and processing (corraelfimm CAMP at LCLS.

A brain storming VETO meeting is being planned.

4. UCL’s requirements (when and what) for access mifg Receiver boards has to reviewed

as K.Rehlich does not have many and they have sueresting features.

Uncertainty still exists regarding the number d@$ o the train number distributed by the
timing system. The same applies w.r.t. the macpingection system — needs resolving.

The boundary where WP76 software development entteiFEESs has to be defined

7. The FEE groups have to be brought into the softwexelopment discussions.

The design of the CC physical interface is requicetlilly design the LPD FEM. The
solution needs to be tested and accepted by alFREes — Martin will do this within the
next month.

The CC fast signal specification note has not lmgected to by any of the FEE groups.
The modifications decided during this meeting ® ¢ontent (NOVETO to include the
current bunch number, specification of the bit otdebe used in transfer) will be inserted
and the note put on the website. Modificationsh®implementation (LVDS repeater) will
be published when made — hopefully in 4 weeks. mhite can now be used as input to FEE
FPGA programming.

10. The memorandum for continued funding is requiredif@ncial year 2010, i.e. by"April.

16 AoB
The next meeting will be held at UCL (London) onMay.2010.



