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1 Introduction

This document describes the ITk Strips requirements of the FELIX system.
2 ITk Strip Data Format and Readout
In the ITk Strip tracker the basic building block is a stave/petal, consisting of several modules sharing 1 or more common GBT fiber links. All control signaling (commands, configuration and triggers) and data (including slow control data) are sent through the GBT located at the End-of-Structure (EoS) at the end of the petal/stave. The command and data links to and from the individual modules of each stave/petal are embedded into a bus-tape, which is glued to a carbon fiber core structure.
Module data is sent in variable-length packets (see Section ‎3.2) each with a type identifier specifying whether its payload is collision data, slow control data or calibration data. Depending upon whether the L0 or L1/R3 readout mode is in operation, collision data could be any one of three types: data in response to an L0 trigger intended for both L1 Track logic as well as possible DAQ, data in response to an L1 trigger intended for DAQ or data in response to an R3 trigger intended for L1Track logic.  The format of the data is fixed by hardware, in the hybrid-controller ASIC (HCC).
Within the stave/petal, the data is transmitted off-detector without any further error correction, or encoding, although scrambling may be used to DC balance the data on the stave/petal. The bandwidth on both the bus-tape and the GBT is already near the maximum, so any additional data, e.g. formatting protocol, would mandate the need for additional bandwidth, leading to more complexity, higher power consumption and possibly extra cooling.
Control signaling (i.e. signals sent to modules) comprise a trigger – L0, two readout signals - L1 and R3 (often referred to as triggers too), and a command and configuration stream – CMD. In the current design, two e-links are used to send these along the stave/petal, with a pair of signals multiplexed onto each e-link: L1/R3 and L0/CMD. Of each pair, one signal is inverted, so the idle signal is balanced. These are common to all modules on the stave/petal. Alternative approaches will be investigated, but will always comprise a small number of e-links (2-4) operating at rates between 40 and 160 Mb.

Modules are made up of 2 hybrids, each with an HCC. Each HCC sends data on a dedicated e-link to the GBT at the end of the structure. This is independent of the other HCCs (i.e. point-to-point), so, in particular, packet boundaries are not synchronised across HCCs.

3 Requirements

3.1 ITk Strips Data Taking
In this document we have made some assumptions about the FELIX architecture. We assume that the FELIX will be the only custom hardware in the L1 data path. In other words, we expect that functionality downstream of FELIX to be software running on PCs.
Ethernet packets will likely travel directly from FELIX to a common ATLAS system (ROD, ROS, event builder, HLT etc.) via a switch. The ITk Strips controller must be able to spy on event data for monitoring purposes. Copies of some data, selected by event number, or prescale etc., will need to be sent to ITk Strips processors. .
To further facilitate debug, a means for an ITk host to take direct control of a GBT link is needed. This must include the option of receiving a copy of a whole, but decoded and packetised GBT up-link.
The ITk Strips controller can generate triggers and commands for calibration and configuration, independent of the physics data path. Communication between ITk Strips and FELIX is expected to be over the control network.
The time between sending a trigger or other command, from an ITk host or TTC, and receiving a response (or alert) needs to be kept to a minimum. We estimate this to be 50us – about half the time it takes to fill the FE-ASIC event buffer. This allows, for example, error states to be quickly diagnosed and acted upon. 

Main points:

· ITk Strips interacts with the readout and control systems over the network
· Configuration instructions from ITk Strips are interleaved with triggers

· different logical streams
· ITk Strips receives data via monitoring streams

· Selected by event, prescale etc. or entire GBT link (decoded/packetised on FELIX)
· For calibration the monitoring data is the data
· FELIX should not add long delays to any data such that downstream it can be promptly analysed, reported and acted upon
The FELIX will also need to forward L1Track data to the track-finding system – this is detailed later in section 3.7 .
3.2 Handling of the ITk Strips data format

ITk Strips will have a custom data format optimised for the geometry and bandwidth limitations of the overall detector design. To maximize bandwidth, this data cannot be encoded in any way that increases data volume significantly (instead we rely on a robust header/trailer). Packets in the data stream from modules belong to different types, which should be routed differently (for instance DCS, L1-track data, L1 data). In addition DCS data will likely be sent over a dedicated network link.
Each packet will contain data from a single event only, and may need to be routed by L0ID for load-balancing downstream.
Main points:
· Packetised data
· Variable-length packets (may have a maximum though)
· Short header (~3 bits), fixed pattern
· Long trailer (~16 bits), fixed pattern
· Not 8B/10B encoded (too inefficient)
· Multiple packet types on a single e-link
3.3 TTC Signalling
ITk Strips require a fixed latency broadcast of TTC signals. It is expected that these will be received by FELIX from the TTC system. These signals should also be able to be generated internally on each FELIX when instructed to by an ITk Strips controller. In some case these signals will need to be synchronised across many FELIXs (including the whole detector) – this will require sending data or signals to each stave/petal a deterministic time after a synchronous TTC signal (probably an ECR at a specified ECR-ID value). R3 signals are unique to each stave/petal and may arrive on dedicated e-links from the TTC, or from elsewhere. These need to be mapped to their corresponding GBT links. 40Mb TTC signals need to be multiplexed onto 80Mb e-links before sending to the FE.

To allow for control (status readout) of individual modules, command/config (CMD) signals will need to be inserted into the streams being sent to the stave/petal. This could happen during a run, e.g. for stop-less recovery.

We are exploring a synchronous L0ID pre-load – this may require a synchronous system in the FELIX to ensure these are all send at the same time.
Main points: 
· TTC signals have a dedicated physical interface (input to FELIX)
· Fixed latency path through FELIX
· Latency <100ns
· Signals:
· L0 – broadcast, synchronous
· L1 – broadcast, asynchronous
· R3 – unique for each stave/petal, and may have dedicated input link
· Each stave/petal has a dedicated R3 stream, so input e-links need to be mapped to different GBT links
· FELIX must time-multiplex 2 signals onto single e-links: e.g. L0/COM and L1/R3
· Stand-alone, or local, operation must allow signals to be generated internally or across a group of FELIX’
· Local signals need the option to be broadcast
· Signals need may need to  be synchronised to the BCR, ECR, other or an internally generated  signal, possibly in conjunction with a specified ECR-ID
· FELIX’ may need to report an “armed” status when ready to send a pre-loaded signal or stream
· Control streams sent on-detector need to be accessible at all times,even during a run 
· L0ID preload in beam-gap system possible

3.4 Configuration

Configuration data is sent to each chip using the CMD signal. This is done relatively slowly and will require buffers in the FELIX that can be loaded and “played” as a broadcast, or independently for each GBT link. We expect of order 1kByte of buffer is needed for each GBT downlink.

Commands are also foreseen to be sent during a run, for instance a few registers per second in the beam abort gap. This is about 60 bits per register to each GBT. A complete stave side (addressed by each CMD link) could be 13 modules x 20 chips x 50 registers x 60 bits = 0.7Mbit. Configuration for a petal is similar. These commands will need to be queued and sent at a know time wrt e.g. the BCR. Configuration for a petal is similar.
To correct for possible SEU related register changes in the front-end chips, we may need to refresh registers periodically. This operation would take place over a number of beam-gaps, and requires that the FELIX maintain a block of configuration data for each stave/petal that can slowly be drip-fed one command at a time to the front-ends over many beam-gaps. When a block is completed, it is repeated.
Additionally, more commands will need to be sent during running, some only during beam-gaps, some at any time. It is ensvisaged that separate queues will be needed for these for each GBT downlink.
Main points:
· Each FE-link has an independent command/config stream (multiplexed onto the L1/CMD line)
· Each needs a buffer that can be preloaded with a command sequence (1kB/GBT downlink)
· Playback of the buffer can happen immediately or a known delay after a synchronous signal (e.g. BCR)
· A command block is needed in FELIX for refreshing front-end registers that is cycled through, sending a few commands in each beam-gap
· Separate queues for beam-gap commands and anytime commands

3.5 Calibration
For the ITk Strip calibrations to make efficient use of the data links, sending a burst of calibration triggers (probably 40 or 80) will be required (this can use all four logical signal lines). The data associated with this burst should be read out before the next burst of triggers is sent. As the time taken to read out this data could vary between 1us and 20us per trigger (so about 40us-1.5ms) it is useful to have a mechanism to send a new burst only when the readout of the current burst is nearly finished. The command to data latency should be such that calibrations can be run without significant delay.
Main points:

· Configuration of the calibration (prior and during) is sent to each chip using the command/config signaling
· Triggers and configuration are interleaved
· Fast feedback is needed (sub 1ms from reception of data to change in trigger rate)
· Triggers generated directly, or via TTC system
· Large amount of data in 1 event (uses full bandwidth of GBTs)
· Data for stave/module stays together, doesn't matter about events

3.6 Busy assertion
Busy can be asserted by FELIX, or forwarded from the FE (if such a mechanism exists), but FELIX should not mask/veto any triggers.

In the current SCT, busy is mostly avoided by using complex deadtime to restrict triggers that would fill up the on-chip readout buffers., for the ITk Strips the corresponding buffers are larger (80 events), so will take longer to fill (80us for a burst of triggers at 1MHz). This should allow time for generation of a busy based on the dynamic state of this buffer.
Main Points:
· No Veto
· Programmable masks
3.7 L1Track
All of the data arriving at FELIX from the FE is needed by L1Track in L0 mode. This data also needs to be send to the usual L1-data destination. In L1/R3 mode only a small portion of the total volume (<10%) is needed. R3 data is identified by the type field in the packet.

Data destined for L1Track needs a low latency path out of FELIX (<250ns), but not necessarily fixed latency. It is expected that higher rate links will be available out of the FELIX and GBT aggregation into higher BW output links is desirable to minimize data links and receiver hardware, but this cannot be with a latency penalty (I.e. time multiplexing as opposed to packetisation).
To overcome the difficulty in moving data from different regions of the detector into the same track-finders (the FTK needs its’ Data Formatter especially for this), L1Track is exploring a monolithic architecture that only requires some GBT links to be duplicated once. This is based on dividing the strip tracker into phi sectors, each being served by an track-finder unit. Each unit therefore needs duplicate data from modules that overlap with neighbours. We expect the duplication to happen on FELIX, and sufficient output bandwidth be available. This is approximately 1.5 times higher than GBT BW-in.
Main points:
· L1Track data is combined with event data in an e-link and must identified and extracted in L1/R3 mode
· For L0 readout, L1Track will need all event data – likely the complete GBT link
· In L0 readout mode, FELIX needs to duplicate all event data to 1) L1Track, 2) ROD/ROS

· GBT links to L1Track may be optionally duplicated too
· In L0 mode we expect L1Track BW-out = 1.5 x GBT BW-in
· L1Track data needs a minimized latency path
3.8 DCS
Itk Strips have common power buses for all modules on a stave/petal-side. To control powering, commands are sent using dedicated e-links to switch units located on the module, or via the HCC. In the other direction monitoring data is sent off-detector using the data links.  
DCS is crucial to detector safety, and controls and data must continue to flow under all conditions, regardless of the data-taking state and the state of any other data paths. DCS data needs to be extracted from each e-link stream and forwarded to the DCS system using dedicated (physical) interfaces.
The control portion of DCS will behave similarly to the configuration system detailed in Section ‎3.4. Command and control signals will be received via a dedicated link and will also contribute to control packets to the CMD stream detailed earlier. This may also control the GBT-SCA.
Main Points:
· DCS data is combined with event data in an e-link and must identified and extracted
· Possibly copied to a redundant link too
· DCS data will ideally be forwarded to the DCS system using a dedicated interface (or two)
· The FELIX/DCS sub-system must be autonomous, with high uptime levels
· Modest maximum latency (< 1ms?)  
· Continue to operate under all conditions
· DCS controls need to travel to stave/petals from dedicated link/s on FELIX to:

· Dedicated e-links on the stave/petal.

· Existing CMD streams

4 Conclusion

ITk Strips can operate with a FELIX and a software ROD/ROS as long as some constraints can be met:
1) The overall time from ITk Strips action to response (back at at ITk Strips) - e.g. time from send trigger, or send read register command, to receiving a response or alert needs to <50us.
2) FELIX must be able to manage multiple command/config stream buffers and transmission regimes operating independently on each GBT link. This includes maintaining a command list that is sent in each over many beam-gaps and then repeated.
3) DCS data must be dealt with reliably
4) L1Track requires a complete copy of all data in L0 readout mode, as well as some data to be duplicated. As such FELIX BW-out = 2.5x GBT BW-in.

5) L1Track data needs to be transferred in less than <250ns
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